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INTRODUCTION

The basis of modern analytical atomic spectroscopy was
introduced in 1925 by Gerlach (1) when he reported on the
use of an internal standard to replace the then current ex-
ternal standard technique. This procedure involved measuring
the ratio of the intensity of the analytical line to the
intensity of a line of a second constituent which is also
present in the sample under cons .eration and using this
ratio to calculate concentration. In the four decades
following Gerlach's innovation, quantitative analytical
spectroscopy grew in sophistication and application so that
today it is one of the most important methods available to
fhe analyst. During the same period, the practitioners of
the science evolved a series of "rules" which were intended
to assurc the selection of the best possible analytical
line pair in every situation. These criteria are summarized
in a variety of text books and papers in the field (2, pp. 90-
104; 3, pp. 200-212; 4, pp. 56-58; 5) and divide themselves
naturally into two groupings: those concerned with the
choice of the internal standard element and those concerned
with the choice of the specific lines to be used.

The criteria traditionally accepted as being important

in the selection of the internal standard element are listed



below:

1. If the internal standard element is to be added to
the sample, its original concentration should be
negligibly low.

2. 1If added to the sample, the internal standard
should be in a high state of purity with respect
to the elements being determined.

3. The volatilization rate of the intermnal standard
clement and the analysis element should be similar

4. The ionization energy of the internal standard
and analysis elements should be comparable.

5. The atomic weights of the two elements shouid
be roughly the same.

The choice of the internal standard line involves four
additional factors:

6. Both the internal standard and analysis lines should
have the same excitation energies.

7. Both lines should be free of self-absorption.

8. When photographic methods of recording are used,
both lines should be of approximately the same
wavelength,

9. Both lines should be of approximately the same
intensity, especially when photographic methods

are used.



Fulfillment of these nine conditions, in light of present
knowledge, constitutes the ideal case. In practical analytical
work, however, it is not usually possible to take all con-
ditions into account, making compromises a necessity.

The information summarized in the publications cited
above is deficient in two respects: (a) there is little
indication of which factors are most important when inevitable
compromises become necessary or what the effect of a

"mismatch" will be; and (b) the partition function behavior
of the two elements and its effect on the analytical ratio
has been totally ignored. Consideration of this latter
factor is especially important since it affects the excita-
tion (Boltzmann) and ionization (Saha-Eggert) equations.

Several authors have recognized that there is a lack
of information and have attempted to alert the rracticing
analyst to the implications of some of the factors involved.
Boumans (6), for example, has computed correction factors
to bce added to excitation and ionization potentials to com-
pensate for the contribution of partition functions to the
analytical intensity ratio when the spectra are excited in
a de¢ arc. Margeshes (7) also considered many of these same
problems and emphasized particularly the importance of ion-
ization, a factor which had previously been relegated to one

of minor importance by Ahrens and Taylor (2, p. 91).



The difficulty of quantitatively studying the relevant
factors is a result of the complexity of the processes normally
occurring in spectral excitation sources. The dc arc, for
example, suffers from the problems of instability, selective
vaporization, spatial inhomogeneity, and chemical complexity
in the plasma column. The high voltage ac condensed spark
has the additional disadvantage of wide variation in tempera-
ture during the course of a single spark train. As a result,
an attempt to correlate the results of calculations using
the Boltzmann or Saha-Eggert equations to such an experimental
situation must be considered semi-empirical at best.

In recent years the application of the induction-coupled
plasma to analytical spectroscopy (8,9) provided a source
which simpiifies the experimental situation: the discharge
is relatively stable with time; the plasma is composed of a
pure argon atmosphere without electrode contamination to
complicate the chemistry; the sample can bhe fed into the dis-
charge in solution form offering good control of both flow
rate and composition; and, by a simple profiling technique,
it is possible to study the behavior of an analytical line
pair as temperature and electron density change. These
simplifications also make it feasible to construct a computer-
based model of the same source utilizing well accepted
Ltheoretical principles. 1In this way the question of choosing

a good analysis line pair can be approached simultaneously



from two directions. This dual study constitutes the

subject of this dissertation.



BASIC THEORETICAL CONSIDERATIONS

In analytical emission spectroscopy, the relative
concentrations (c) of the analysis element (X) and internal
standard element (R) are assumed to be some function of the

speclral intensity ratio I(X)/I(R):

°(x)
@®)

(1)

= 1T gy Imy)-

In the usual case, where a series of standards are utilized
to construct an analytical curve, the functional relation-
ship of Equation 1 is immaterial. 1In most cases, a simple
proportionality constant adequately describes the actual
result.

The problem facing the analyst is the choice of an
analytical and internal standard line so that under the in-
fluence of all experimental variables, except concentration,
the intensity ratio will remain constant. Some of the pos-
sible variables include detector (photographic or photo-
clectric) response, changes in system optics, and temperature
or elccetron density fluctuations in the source. The latter
two variables will be the major concern of this dissertation.

Theoretically, it is possible to derive an equation

describing the emitted intensity of an atomic spectral line



from a source. Several authors (10,11,12) have presented
versions of this derivation which require only the assumption
of local thermodynamic equilibrium existing in the discharge.
Additional writers (13,14,15,16) have concluded that for
many discharges at atmospheric pressure, this is a valid
assumption.

I{f this assumption is accepted, the basic equation

for the measured intensity (I Xo)) of a line of un-ionized

ap(
element X undergoing a transition from electronic state q to

p is

q
h exp(—Eq/kT). (2)

Tagpxoy = € "xo) Aap P ap Q(x0)

In this expression C represents an instrumental parameter,
n(XO) the density of neutral atoms of element X in the dis-

charge (in this dissertation n(X) is assumed to be proportional

ap
Einstein Lransition probability for the g to p transition,

to N(X)’ the total amount of X in the source), A the

h is Planck's constant, Lap the frequency of the emitted line,
gq the statistical weight of state q, Q(XO) the total partition
function of clement X in its un-ionized stlate, Eq the energy

of statce q, k is Boltzman's constant and T the temperature in
degrees Kelvin. A similar expression for the internal standard

element (R) is as follows:

s
h v exp(—ES/kT). (3)

= C A
n(RO) sTr sr Q(RO)

I

sr (RO)



Since it is experimentally difficult to measure absolute
intensities and because the present study deals with intensity
ratio behavior, Equation 2 can be divided by Equation 3 to

yield

Lap (x©) _ xo) qu Yap 8q Uro)
Isr(Ro) 1 (RO) Asr Vsr 8s Q(XO)

exp[(Es - Eq)/kT]. (4)

An equivalent expression could also be written for the intensity
ratio of two ion lines by substituting n(x+) and n(Rf) for
n(XO) and n(RO) along with Q(R+) and Q(X+) for Q(RO) and
Uxo0) -

Examination of Equation 4 suggests several possible
causes of intensity ratio deviation during excitation tempera-
ture fluctuations and thus areas of investigation for the
present study: relationship of the excitation energies of
the two lines, the partition function ratio, and the variation
of n(XO)/n(RO) {or n(x+)/n(R+)) as a result of ionization.
Other possibilities which will not be considered explicitly
in this chapter include variations in n(x)/n(R) due to
chemical reactions and, since the above equations assume
that the emitted intensity is the observed intensity, the

role of self-absorption.



Excitation Energy

The simplest and most obvious experimental variable
emerging from Equation 4 is the excitation energy difference
between the two lines. Also, "matching" the excitation
energy of the analytical and internal standard lines is
the most widely recognized prerequisite for a good pair.

"How much difference between the two excitation energies
is allowable?" constitutes a common question. One often
accepted '"rule of thumb'" suggests that any mismatch of 1 ev
or less is acceptable. A more quantitative answer is given
by assuming two lines of the same element. In this case
n g0y = n(RO) and Q(RO) = Q(XO) (or n(x+) = n(R+) and
Q(R+) = Q(X+) and thus cancel out. Since all other terms
except the exponential term are constants, Equation 4
reduces to

I o
TEESE—l = Cexp[(E - E_ )/kT] (5)
sr{X%) *
which only contains one temperature dependent term. By
taking the natural logarithms of both sides and differenti-

ating, it is possible to show that

(B, - Eq)

= - ——— {T. (6)
KT
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This equation says that the relative variation of the intensity
ratio is directly proportional to the difference in excitation
energies and the fluctuations in temperafure and inversely propor-
tional to the square of temperature. As (ES - Eq) approaches
zero, the relative error in the intensity ratio also approaches
zero forming the basis of the widely accepted practice of
matching excitation energies of the analysis and internal
standard lines. It is also apparent that at higher temper-
atures, a greater excitation energy difference can be

tolerated (assuming a constant error in temperature) for the

same uncertainty in the intensity ratio.
The Partition Function

The second temperature-dependent term in this equation
involves the partition functions, Q(Ro)/Q(Xo)' The total
partition function of an atom (or ion) is defined (17, p. 342)
by the equation

2 = ma(xo))B/Z (x 1)5/2

N .yo
X
Qxoy = % 3 = ()
P(xoy B
with k, T, and h having the same significance as in previous
equations, ma(Xo) being the mass of the atom in grams, N the
total number of X©, p the partial pressure of X© and Q€ the

electronic partition function as a summation over all

electronic energy levels of an atom or ion as follows:



11 -
% + gzexp(—Ez/kT) + gsexp(—ES/kT) + ... (8)

Qe - 2y

Here the g's are the statistical weights of the electronic

energy levels with energies E. The ratio Q /Q now
(RO)" ™(X9)

yields
3/2
QRO _ Ma(ro) Ye(rO) . (9)
“xo) w25 Oe(xo)

Thus, only the electronic portion of the partition function
must be considered further in a discussion of intensity ratio
behavior.

The partition function can actually be considered as
part of the excitation term of the element of interest since

the expression

g

qexp(-—Eq/kT)

(10)
Qx0)

defines the probability that electronic state q of atom X©
will be populated. Thus, the notion that matching the excita-
tion energies will guarantee a constant relative population of
the upper states of the two elements and, as a consequence, a
constant intensity ratio is not correct. Only when the
relative values of Equation 10 are constant, will that
goal be achieved.

Un[grtunately, it is much more difficult to obtain a

match between partition function behavior than is possible
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when only the excitation energy is considered. Also, since
many modern sources such as the induction-~coupled plasma (14)
and the high frequency spark have temperatures purported to be
in excess of 10000°K, this quantity is even more important

and must be taken into account to adequately account for the
observed behavior.

Calculations of partition functions as a function of
temperature normally utilize Equation 8 and the energy values
quoted by Moore (18) for the atoms and ions of interest. At
lower temperatures (<8000°K) the summation proceeds until
succeeding terms become insignificant. However, at higher
temperatures it becomes necessary to define a cutoff point
to which the sum is carried.

The normal method is to sum over all energy levels (q)
for which Eq(X)-S Ei(X) - AEi(X)’ where Eq(X) represents the
energies of the levels being summed, Ei(X) is the normally
reported ionization energy of the atom or ion and AEi(X) is the
lowering of the ionization energy due to the presence of
microfields caused by charged particles in the neighborhood
of the element being ionized.

Several authors (19, pp. 231-261; 20,21,22) have discussed
the various theories for calculating AEi. The most widely
applied relation has been that of Unsold which considered
that the atom of interest, located in a plasma cloud, was

effectively perturbed only by its nearest neighbors. His
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considerations resulted in the expression

2/3 1/3

AE, = 3 e2 (z+1) (4™ o=y /3) (11)

where z is the state of ionization (z=0 for an atom, 1 for
a singly ionized atom, etc.), n(e_) is the electron density
of the plasma and e the electronic charge. Evaluation of

the constants in this expression produced

2/3 1/3

. -1 -3
AEi (inecm 7) = 5.61 x 10 (z+1) n(e_). (12)

This expression was easily applied since only a knowledge of
the eleclron density was needed.

In a later paper, Olsen (23) emphasized that below a
critical electron density (n(e_)) of ~101° cm_3, true of all
laboratory plasmas, only the effect of the Debye polarization
should be considered. This led to values smaller than

Uns6ld's equation by an average factor of four. 1In practice,

the Debye radius (rD) is first calculated (19, p. 429; 23)

om0

2 2
47 e"2X n Z
: X. X.)

from

ol

r D

where e is the charge on the electron, the summation is over

the density of all particles n(X ) with charge Z(X ) and Ty
J J
is in cm. The value of AEi is then given by
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2
AE. = (z + 1) = . (14)
1(Xj) (Xj) ry :

This problem was also treated theoretically by Ecker and
Kroll (24) who obtained a similar conclusion.

In the literature of analytical emission spectroscopy,
the partition function has usually been ignored completely
or approximated by the statistical weight (g) of the ground
state. In other cases the partition function was "just a
number' needed in order to apply some equation, However,
Boumans (6, pp. 99-102) accounted for the partition function
in dc arc excitation over a temperature range of 4500 -
6500°K by computing a correction factor for the excitation
potential. Thus an effective excitation potential was
obtained and lines could ge matched on this basis. These
corrections, calculated for 54 elements, ranged from 0.05 to
0.95 ev. Since these corrections approximate the magnitude
of mismatch allowed in some analytical situations, Boumans
concluded tha£<the normal correction was too small to arouse

much interest from practicing analytical spectroscopists for

line pair selection.
Ionization

Ionization in spectral sources has been treated in
various ways depending on the temperatures involved. Some

authors, for example Boumans (6, pp. 156-170), Margoshes (7),
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Mavrodineanu and Boiteux (12), and Corliss and Bozman (13,
pp. viii-xi), only considered the case of single ionization
for flame or arc discharges. Others, Olsen (23,25,26),
Drellishak (20,27) and Dewan (28), were concerned with sources
at higher temperatures and thus accounted for multiple
icnizations. Dewan also considered non-equilibrium conditions.
Since many laboratory sources possess temperatures adequate
to produce a significant number of doubly ionized atoms, two
stages have been included in the treatment presented here.
Extension to include three or four stages is readily made but,
since these extensions tend to obscure the functional relation-
ships, they were not considered.

The basic concept of thermal ionization, introduced by
Eggert (29) and Saha (30,3D, is simply an application of the
mass action law to ionization equilibria. In this case one

is considering reactions of the type
X< xt v+ e and X T E X' 4 e (15)

for which equilibrium constants can be written:

n 44,11 -
K xoxt) = (Xnixc(’? ) (16)
N, ,u+4+\0, -
- _(XTT) (e7)
K(X+-"X++) B n(x+)e (17)

In all cases n designates the density (number/cmB) of the

nuclide which is subscripted. The behavior of these
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equilibrium constants as a function of temperature is shown

by the Saha-Eggert equation:

(Zmn(e_)kT)S/z 20(x+)
K(XQ#X+) = 03 Q(Xo) exp(—Ei(Xo)/kT) (18)
3/2
(2m, _.kT) 2Q
K(Xf~x++) = (g ) (xX) exp(—Ei(X+)/kT). (19)
h Uxt)

Here k, T, h, and Q have the same meaning as in previous
equations, mee-) represents the mass of the electron and Ei
the ionization energy of the reaction in question.

An inspection of Equation 4 indicates that it is the
behavior of the ratio n(XO)/n(RO) (or n(X+)/n(R+)) in terms
of the total ratio n(x)/n(R) which is of interest. 1If

Equations 16 and 17 are considered with the relationship

n(X) = n(XO) + n(x+) + n(X++) (20)

then it is possible to derive expressions for the two cases:

2
x® _ B P * By Pen) * BwoarhH ¥ @orth)

(21)
2
BR0) PR Plen) * *xmxhMem) * Xx%xh) Kixtxtt))
nxt) _[PeoXaxt
R Pt eerh)
2
(0lem) + K@t ") * K@orh¥@-n™)) ||,

2
(niem) + KxoxtyPe) * Bxuxt)Kxtoxtt))
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Equations 21 and 22 clearly show that ionization processes
arc complex and require consideration of many factors. Also,
the prescnce in Equation 22 of the K(XQﬂX+)/K(RQ+R+) ratio
indicates that the ionization contribution will be different
for the case of two ion lines than for two atom lines.

One point which is frequently over-looked in discussing
ionization effects is the role of the atom and ion parition
functions in determining the values of the Saha-Eggert equili-
brium constants. Therefore, to say that two elements with
the same ionization energies will behave in a similar manner
is not necessarily correct. Depending on the relative
partition functions (which can change as a function of
temperature), elements which may be considered "matched"
in regard to their ionization energy may actually exhibit

quite different ionization versus temperature behavior.
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CONSTRUCTION OF THE MODEL

Even the simplified experimental source chosen for this
study and outlined in the introduction requires consideration
of a large number of variables. To examine the various
interactions, a computer-based model was constructed which
integrates the various factors and allows a number of pre-
dictions to be made (see Appendix for details and program
listing).

To make the computer model manageable, the following

experimental conditions and assumptions were imposed:

1. The argon plasma is fed with a water
solution containing metal salts.

2. The plasma is in local thermodynamic
equilibrium.

3. No self-absorption occurs.

4., All elements are present as monatomic
gases.

5. The ideal gas law with the Debye-
Huckel correction applies.

6. No chemical reactions occur.
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7. Chloride is the common anion.
8. The plasma is composed of a uniform

mixture of the elements.

The validity of some of these assumptions may well be
questioned, but all of them either made the program
feasible or simplified the experimental situation. As
will be shown in a subsequent chapter, the resultant
model is reasonably valid when judged against the
ultimate standard of compatibility with actual experi-
mental examples.

Several significant papers (20,23,25,26,27), which
were concerned with the calculation of the properties
of argon plasmas at or near atmospheric pressure, were
very helpful in constructing the model. These papers
covered a temperature range which encompassed most of
the region of interest in this study. In contrast to
the present work, however, these studies only needed
to account for argon and its ions plus electrons

whereas the present work accounted for up to
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seven elements, their ions, and the electron density resulting
from the presence of all seven elements. Four of these elements
were considered permanent plasma constituents: argon, the
primary plasma gas; hydrogen and oxygen from the sample
solvent, i.e. water; and chlorine, chosen as the common anion
of all samples. In addition, the two metals whose intensity
ratio was being studied were present, and provision was made
for a third metal in order to study the effect of the presence
of an electron donor.

The chosen variables for completely describing the model
plasma were pressure, temperature, and stoichiometry (the
number of atoms of each constituent put into the discharge).
Boumans (32) has also concluded that three independent variables
must be established, but chose to measure electron density and
temperature which, along with pressure, then determined the
degree ol ionization of the various constituents in the
discharge.

To calculate electron density from the established
stoichiometry, two equations in addition to those presented

thus far are needed: the electroneutrality condition

“e) TE Pt Pxthyd (23)

and the Debye-Hiickel modified ideal gas law (23) to determine

total particle density from the pressure surrounding the

discharge
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1 kT
n == | p - . (24)
(total) kT 24wrg

In the above equation p is the pressure surrounding the plasma
and 'y is the Debye radius calculated from Equation 13.

In the computer program, electron density was obtained at
cach temperature of interest by an iterative method in con-
trast Lo the relatively direct methods employed by Olsen or
Drellishak, el al., but similar to the method used by
Diermeier and Krempl (33). The chosen procedure allowed a
straight forward consideration of the 14 Saha-Eggert equations
(7 constituents with 2 each) along with Equations 23 and 24.
During the construction of the program it was empirically
determined that successive n(e_) values oscillated about the
final, self-consistent one. This fact was exploited to
expedite the convergence of the iteration.

Once the plasma composition was established at a
particular itemperature, the program tabulated a series of
descriptive parameters including: the ionization energy
lowering (AEi); the total particle density; the electron
density (n(e-ﬂ; per cent and particle density of each
constituent present as neutral atom, first and second ion; and
the partition function (Q) of each constituent for each stage
of ionization. Examination of this information gave a good

picture of the plasma properties and indicated the nature of
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some emission characteristics it should exhibit.

After information for a range of temperatures was
generated, the program calculated, tabulated, and plotted as
a function of temperature the relative behavior of eight
paramelers which were of interest in choosing good analytical
line pairs. Some of these were: qu(XO)/Isr(RO)5 qu(X+)/
Tsr(rt)s P(x0)/P(rO): M(x*)/™(rt)i (ro)/S(x0); 2nd
Q(R+)/Q(X+)‘ In addition the behavior of the exponential terms
for both the atom and ion cases, based on the excitation
energies of the lines being considered, were calculated. The
importance of these parameters is readily apparent in

Equation 4.
The Partition Function Problem

To the uninitiated, calculation of partition functions
for the elements appears to be one of the simplest steps in
any theoretical undertaking. As was pointed out in Chapter

2, it is only necessary to sum over all energy levels of the

)
clement of interest up to the lowered ionization cnergy’
according to Equation 8. However, as frequently happens, these
calculations became one of the most troublesome phases of the
current study and emphasized some of the serious shortcomings
in our knowledge of basic spectroscopic data.

The basic problem was that the most complete list of

atomic energy levels (18) included only a fraction of the
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levels of a particular element. Normally, the missing levels
were reasonably high in energy, leading to few problems over
the temperature range up to ~7000°K. However, large dis-
crepancies, sometimes as high as 50 per cent, occurred in

the partition function at higher temperatures.

The literature contains several suggestions for overcoming
the difficulty and obtaining valid numbers. Drawin and
Felenbok (19, pp. 258-260) suggested completing each observed
spectral series using the Ritz formula. This formula, as
presented by Kuhn (34, p. 137), requires calculation of the

effective quantum number (n") using

. 1
n* = [:%:‘ 2 : (25)

where R is the Rydberg constant (109737.3 cmﬁl) and A is

given by

47 Eix0) T Bqx0) (26)

with Ei(Xo) being the element ionization energy and Eq(XO)
the energy of the particular level of interest. The Ritz

formula can then be written as
1
=n-a--— B . (27)

in practice, the last two existing members of the series in
question are used to evaluate a and 8 which are then used to

calculate the remaining members of the series. When a spectral
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series is predicted for which there are no obscrved members,

a serics as closely related as possible is chosen and its
degeneracy increased to account for the unobserved series.
Although this method should provide a reasonably accurate
extension of the series for elements with relatively simple
energy level schemes, its application to elements with complex
terms seemed too elaborate. An alternate scheme, suggested

by Griem (15, pp. 140-142), uses the levels for all principal
quantum numbers which are reasonably complete to calculate

a partition function. A correction term is added based on

a hydrogenic structure but accounting for the differences in
degeneracy. First one selects n', representing the highest
usable principal quantum number (n® will frequently be the
lowest quantum number of the element), and defines noox accord-

ing to

Dol

n H. (28)

where Ey is the hydrogen series limit (109679 cm_l) and AEi(X)
is the amount of ionization energy lowering for .the system.

The complete partition function is then calculated using

AUy T E Eqeo P CEq o KD ¢
n 7
max E. - E ;ﬁ%
(28 + 1) (2L + 1) = 2n2 exp | - 1(X) T H (29)

n=n‘+1

i
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where the first sum is over those levels (q) which are included
in the complete or nearly complete quantum levels (up to n=n?)
and the second sum is the correction. In the second sum, S

and L are the spin and orbital momenta of the next stage of
ionization (i.e., the first ion, since we are concerned only
with the un-ionized atom here), Ei(X) is the ionization

cnergy of the element and EH and nmax are as defined above.

The implications of these procedures may be more fully
appreciated if one considers magnesium, which has a relatively
simple spectrum. All predicted terms of the Mg I isoelectronic
series as given by Moore (18) are tabulated in Table 1. 1In
addition, the degeneracy of each term, the number of observed
terms, and number of terms of the series when completed to

within 806 —

(the AEKXO) chosen for these comparison
calculaticns) of the ionization energy are listed. Finally,
for those terms which are not observed at all, the series to
which the extra degeneracy is added are shown. Examination
of this information revealed that less than half of the
series have been observed at all and, significantly, none of
the terms with high degeneracy (G, H, and I) which will
contribute heavily to the partition function at high tempera-
tures.

Continuing with the examination of magnesium, several

calculations of its partition function are presented in Table

2. Here the results were obtained by: (a) simply summing
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Table 1. Properties of the spectral series of Mg I

Series Degen- # Observed # Terms After Represented

Designation eracy Terms Completion by

s 1 5 11

3s 3 11 11

1p 3 150

3p 9 1 7

1po 3 3 10

3p© 9 5 10

p 5 11 11

3p 15 12 12

1po 5 p

3p° 15 3p

1F 7 lFo

3F 21 3p©

1go 7 11 11

3p° 21 9 9

1g 9 lFo

3¢ o7 3p©

1.0 9 1z0

3Go 27 3Fo

1y 11 1go

3y 33 3p0

lHo 11 lFo
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Series Degen- # Observed # Terms After Represented
Designation eracy Terms Completion by
3
H° 33 350
1y 13 1go
31 39 3go

Table 2. Comparison of partition function values for Mg I

computed using several methods

Temperature Levels Extended Approximation Drawin &
(°K) Only Levels Method Felenbok
3500 1.001 1.001 1.001 1.001
4051 1.004 1.004 1.004 1.004
4690 1.011 1.011 1.011 1.011
5171 1.021 1.021 1.021 1.021
5701 1.037 1.038 1.037 1.037
6285 1.063 1.066 1.064 1.064
6929 1.103 1.113 1.107 1.109
7640 1.164 1.194 1.178 1.183
8423 1.257 1.340 1.301 1.310
9286 1.398 1.609 1.517 1.536

10238 1.615 2.105 1.907 1.943
11287 1,951 3.001 2.604 2.671
12444 2.468 4.571 3.818 3.935
13720 3.253 7.206 5.858 6.054
14406 3.780 9.080 7.312 7.562

over the listed levels;

(b) completing each series and

accounting for the unobserved series before summing; (c) by

using Griem's approximation method (15); and (d) one set

cf literature values (19, p. 300) for comparison.
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The most significant trend illustrated by Table 2 is that
up to about 7000°K all of the calculations gave approximately
the same result. As higher temperatures were approached
greater deviations became increasingly obvious. Beyond 7000°K,
the Griem and Drawin and Felenbok calculations gave parallel
trends. Since Griem'’s computations are simpler, his method

was selected for this study.
Plasma Properties as Defined by the Model

For most of the calculations which follow, an "example"
plasma was defined; the flow rates and solute concentrations
selected are outlined in Table 3. To gain a more detailed
physical description of the type of discharge being de-
scribed, the reader is referred to the papers by Greenfield,

Jones and Berry (8) or Wendt and Fassel (9).

Table 3. Assumed properties of the "example'" plasma

Argon f{low rate 10 1/min

Solution [low rate 0.1 ml/min

Solvent Water in all cases

Solute concentration 5.0 gms/100 ml total metal present

Anion present Chloride in all cases
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Since electron density was one of the most important
descriptors of the plasma, first consideration was given to
this quantity in the present study. The electron density of
the "example' plasma with magnesium as the metal in the
solution and, for comparison, the electron density behavior
of a pure argon plasma are plotted in Figure 1. It is seen
that at higher temperatures, both electron densities showed
identical behavior, but at lower temperatures the "example"
plasma containing magnesium had a considerably higher
electron density. Thus, it is evident that the contribution
of the sample is not negligible when plasma properties are

discussed.

Figure 2 presents additional particle density information
for the "example" plasma; again the solute metal is magnesium.
This figure clearly shows that at low temperatures the sample
dominates the electron production process, demonstrated by
the simultaneous and equivalent rise of electron density (e )
and Mg+. At higher temperatures the argon dominates, as is
shown by the parallel e and Ar' curves. Further examination
of this figure indicates that Mg++ plays a very minor role,
suggesting that the second ionization potential should not
be important in internal standard selection unless temperatures

in excess of 15000°K are anticipated.
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SAMPLE BEHAVIOR IN THE MODEL PLASMA

The manner in which a sample will behave in the model
plasma is difficult to predict a priori. In this section I
will present the results of a series of calculations which
show how elements or their intensity ratios responded to
the model plasma environment. Most of these calculations
used "elements" which were fabricated to test intensity
ratio behavior under carefully controlled conditions, allow-
ing the reader to assess for himself the importance of some
of the criteria previously discussed for his particular
application.

The first of these calculations involved three real
elements: T1, Mg, and Cd. Figure 3 shows the percentages
of each in the various states of ionization as a function of
temperature. In all cases the "example'" plasma, defined in
the previous chapter, was used with only the solute metal
being changed. The plot shows that the elements considered,
which possess ionization energies encompassing the bulk of
the common metals, change from almost completely un-ionized to
90% ionized over a temperature span of only 2000 degrees.
Significantly this temperature occurs within the 4000 to 7000°K
range which is commonly encountered in conventional arc-1like

discharges. Alsc, the temperature required for 50% ionization:
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for the three elements ranged from 4000 to 6000°K, an
unexpectedly small interval for ionization energies varying
from 49000 to 72000 cm 1.
From these observations, several general conclusions
may be drawn. Since the greatest ionization shifts occur in
the 3000 to 8000°K temperature range, the atom or ion emission
from any spectral source operating in this region would be
subject to relatively large variations with small temperature
changes. On the other hand, the atom line radiation from a
source operating below 3000°K or the ion line radiation from
a source above 8000°K should show greater stability. This may
be one of the contributing factors to the lack of precision
of the dc arc compared to the flame or high temperature spark.
Another implication inherent in the ionization behavior
illustrated in Figure 3 concerns the choice of analysis and o
internal standard lines when ion lines are used. If the
spectral source operates in the 8000 tc 15000°K region, ioni-
zation behavior would not be of primary importance. If
similar partition function behavior for the ions is assumed,
only matching of the excitation energies of the lines, measur-
ed from the ground state of the ion, would be important.
Turning from the ionization properties of iadividual
elements to intensity ratio behaviors, a natural starting

point is with the excitation energy (exponential) term of

Equation 4. As was shown in Equation 5, this factor can be
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studied experimentally using two lines of the same element.
This is also an easy way for the model program to calculate
this behavior. In Figure 4 is shown the result over the
3000 to 15000°K temperature range for three values of
Eq(XO) - Es(XO)' The result for two ion lines would, of
course, be the same.

The alert reader will recall that there is a second
influence on the probability of population of an excited
state and thus intensity ratio--the partition function. This
term was examined for three typical neutral atom line pairs.
If the ionization term (n(XO)/n(RO)) in Equation 4 is
neglected, and ES - Eq = 0, then the intensity ratio

equation will reduce to

Tap(x©) _ &) _ (30)
Isr(rO) Qx0)
The calculated results for the chosen element pairs are shown
in Figure 5. This figure clearly illustrates the desirability
of choosing internal standard element pairs which have a similar
pattern in the disposition and degeneracy of their energy
levels. This is the case for the Cu/Au line pair. For dis-
similar patterns, such as Ca/Fe, a temperature excursion
between 4000 and 8000°K can cause a four-fold change in the
intensity ratio. Thus, the serious selection of internal

standard element pairs requires the calculation of this behavior.
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This is, in effect, what Boumans (6, p. 99) did when he
calculated correction factors to be applied to atom excitation
potentials for dc arc excitation. In this case, however, he
was attempting to obtain a compensating effect by mismatching
excitation potential values to correct for the partition
function variation with temperature.

A comparison of Figure 5 with Figure 4 further emphasizes
the importance of the partition function effect because in
our examples some of the deviations approach those observed
1

when E, - E, = 8000 cm Although the chosen examples all

a
involved neutral atom line pairs, others involving ion pairs
were also studied, but the effect was usually less pronounced
because the levels involved have higher energy values.

The influence of ionization on the intensity ratio
behavior is even more complex than is the excitation process.
There are now three factors to take into account: the
relative ionization energy (Ei) of the two elements; the
relative values of the Q(X*)/Q(XO) and Q(R+)/Q(R°) ratios
which can vary with temperature; and variations in electron
density in the source which will be dependent on temperature
as well as the presence of other substances in the discharge.
The importance of the first two factors is readily seen from

Equation 18. The role played by electron density is apparent

from Equations 15 and 16.
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In order to systematically study these factors,
fabricated "elements'" and "lines'" were used to which
excitation energies and ionization energies could he
assigned to meet the needs of the situation. Also, as
Equation 8 suggests, it is possible to assign a partition
function which remains constant with temperature by considering
"elements" with only one energy level at 0.0 cm—l. In this
case Q@ = 2J + 1 and is temperature independent. Unless
otherwise noted, the "example'" plasma defined in Table 3 was
used with 2.5 gms/100 ml of each element assumed for the total
of 5.0 gms/100 ml.

In the first application of this procedure, the
partition fuanctions (Q) of neutral atom, first and second
ion were all set to a value of 4.0 for both the analysis
element (X) and the reference element (R). Ei(Ro) was

assigned a value of 64000 —

of 52000 cm™ Y, 56000 cm Y, and 66000 cm -. Excitation

while Ei(XO) was given values

energies of the two "lines" in question were exactly matched.
Figures 6 and 7 show the results of these calculations
for I(Xo)/I(RO) and I(X+)/I(R+) respectively. It is
immediately obvicus that the two ratios behave quite
differently. I(XO)/I(RO) decreases rapidly, changing by a
factor of 13 as temperature varies from 4300 to 6000°K, as
element X begins to ionize and goes through a minimum value

as element R "catches up".
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Figure 7 shows that I(X*)/I(R+) does not parallel the
neutral atom intensity ratio behavior. The very rapid
decrease in I(X+)/I(R+) occurs in the temperature region
over which the degree of ionization of both elements is
changing rapidly, but with significantly different rates.

It is appropriate to note that if the Ei(X+) or Ei(R+)

values were low enough (for this calculation both were
assigned 180000 cm—l) or if higher temperatures were reached,
the shape of the curves would be modified by the influence
of second ionization. For most elements examined in the
course of this study, very little double ionization was
observed, even at 15000°K (Figure 3 shows several examples).

One additional comparison of Figures 6 and 7 shows that
the change of I(X*)/I(R+) was significantly greater than
I(Xo)/I(RO) in the 3000 to 7000 degree region. Equations
21 and 22 show that the latter contains an additional
K(XQﬂX+)/K(RQ4R+) term, a ratio which varied considerably
in this temperature range. Finally, it should be emphasized
that the selection of different values for Ei(Xo) and Ei(RO)’
even if Ei(Ro)_Ei(XO) were the same, would have caused the
minimum point to occur at a different temperature.

The second significant factor in establishing the Saha-
Eggert equilibrium constants is the relative value of the

atom and ion partition functions. For this calculation I

assigned E; yoy = E; poy = 60000 cm’l, set the partition
\£» J

i (‘-l:
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function ratio Q(R+)/Q(R°) equal to 1.0 for all calculations,
and gave the ratio Q(X+)/Q(X9) three values: 8.0, 4.0, and
2.0. Referring to Equations 4, 21, and 22,it is apparent
that since the ratio K(XQ~X+)/K(RQ*R+) will now remain con-
stant with temperature, the relative behavior of both
I(XO)/I(RO) and I(X+)/I(R+) will be the same, shown in
Figure 8. Examination of this figure again illustrates a
very rapid intensity ratio change in the 4000 to 7000°K
temperature region. Beyond 7000°K no deviation was observed,
but in a situation involving real elements the ratio of atom
and ion partition functions is likely to change significantly
causing considerable deviation. Again the selection of
60000 cm-1 ionization energies was purely arbitrary and
another value would have produced a curve which would have
flattened at a different temperature.

Additional calculations were also made of the intensity
ratio for two hypothetical elements considered earlier, i.e.
the Q(R+)/Q(R°) and Q(X*)/Q(XO) ratios were the same and
E; (goy = 64000 en ! while E; (x0) = 52000 em™ !, but for metal
concentrations of only 0.02 gms/100 ml. 1In addition, for
one of the calculations, 5.0 gms/100 ml of Sr, a well known
electron donor, was also present. Figure 9 shows that the
presence of the Sr shifted the temperature of the intensity

ratio minimum almost 2000 degrees and produced a slight

broadening of the latter curve. It is probable that



41

1.0

0.8

osf ”

o4r -

03 a 4

02 i
8

T TT0
Y T D I |

INTENSITY RATYIO

O |t 4 14ty
3000 7000 11,000 15,000

TEMPERATURE (°K)

Figure 8. The behavior of I(XO)/I(RO) or I(X+)/I(R+) for
three different values of Q(X+)/Q(X°)

B 1 T T T
1.0~ -1
- -
08 _
0.6!- No Sr -
o4t s
o |
—~ WITH Sr . _|
% 03 e
14
>
= oo2t -
n
Pd
3%}
[
z
0l - N
0081 ~
0.06 L‘_ A | { L
3000 7000 II OOO 15,000

TEMPERATURE (°K)

Figure 9. Illustration of the effect of n(e—) on intensity
ratio behavior



42

both of these effects would have been greatér except that,
as shown in Figure 1, argon ionization begins to become
gigniticant at about 7000°K nullifying the effect of the

addod strontium.
Application to an Analytical Situation

The preceding discussion has attempted to accomplish
three primary objectives: review of the basic theory governing
the intensity ratio behavior of an analytical line pair;
describe the construction of a computer-based model of a
simplified spectral source; and, using the model, explbre
line intensity or line pair intensity ratio behavior for a
variety of lines and line pairs for real and hypothetical
elements. In an attempt to summarize this material and
relate it to problems of a more pratical nature, the author
chose an actual analytical problem for consideration.

The selected example was the ASTM standard method for
the dc arc analysis of nickel alloys (35, pp. 103-107). The
author recognized that the model source did not duplicate
the dc arc conditions, but it did allow examination of the
behavior of several of the suggested analytical line pairs
over a lemperature range which included reported dc arc

temperatures. For these calculations the "example' plasma
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outlined in Table 3 was used with the solution containing
5 gms/100 ml of nickel and a proportionately lesser amount
of the alloy elements.

The lines selected from the ASTM method for the
calculations are outlined in Table 4. 1In all cases the
Ni 2746.75 line was used as the internal standard. A brief
examination of these data indicated that the largest excita-
tion energy "mismatch" occurred for the Cu/Ni pair, 5817 cm_l,
while the ionization energy differences ranged up to 1121 cm"1

for the Fe/Ni combination. Thus, by traditional criteria,

one is considering four reasonably well matched line pairs.

Table 4. Properties of analytical lines and elements
selected for this study

Wavelength ExcitatigT energy Ionizatign energy
Element (A) (cm™ ) (ecm~1)
Co 3072.34 33946 63438
Cu 3247 .54 30784 62317
Fe 2720.90 37158 63700
Mg 2852.13 35051 61669
Ni 2746.75 36601 61579

Figure 10 shows the calculated behavior of the intensity
ratios for the 3000 to 9000°K temperature region. The most
important feature to note, since this is a dc arc method,

are the slopes of the intensity ratio versus temperature
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line pairs selected from a standard method
curves in the temperature region of that source. If, for
example, one assumes a median temperature of 5000 + 250°K,
per cent decrease in intensity ratio from the lower temperature
to the higher would be as follows: Co/Ni 22%, Cu/Ni 15%,
Fe/Ni 19%, and Mg/Ni 34%. The analytical line pair with the
smallest change (Cu/Ni) should theoretically give tﬁe most
precise results while the Mg/Ni pair should, by the same
criterion, be the poorest choice of the four. Yet, if just
the data in Table 4 are considered, the Mg/Ni line pair
appears to be the best "matched" pair of the group. Clearly,
the traditional criteria of just "matching'" excitation and

ionization energies are only part of the story. The energy
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level configurations of the elements being studied, which
controls their partition function behavior, is an equally
important consideration. Thus the careful selection of
internal standard line pairs requires the judicious balancing
of the major temperature dependent factors, i.e., populations

of excited states, degree of ionization; and partition

function behavior.
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EXPERIMENTAL FACILITIES

The experimental phase of this study employed the
induction—coupled\blasma torch which has recehtly received
attention in the spectrochemical literature (8,9,36-40).

Some of the advantages of this source noted in the references
cited include:

1. The discharge is relatively stable with time.

2. The plasma is composed of pure argon without elec-

trode material to complicate the chemistry.

w

The sample can be fed into the discharge as a
solution offering good control of both rate of
introduction and composition,

4. The temperature range covered encompasses that of

many common laboratory spectral sources.

Thus, as was noted previously in the introduction, the
induction-coupled plasma is far more manageable than the
dc arc or ac spark for studying the excitation behavior of
an analytical line pair. 1In addition, this source offers
the opportunity for comparing experimental results with
those calculated using the model.

The experimental equipment employed in this investigation
consisted of three parts: the plasma generation power supply

and plasma torch assembly; the aerosol production facility,
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and the specirometer and detector used for observing the emitted
spectra. The principal components of this configuration are
outlined in Table 5. Portions of this equipment have been
adapted from that previously used by Wendt and Fassel (9).
The tuning and coupling unit, torch assembly, and
aerosol generation chamber were mounted on a specially built,
movable platform which allowed accurate vertical and hori-
zontal adjustment of the plasma position relative to the
optical axis (see Figure 11). For the atomic absorption
portion of this study, a plane, front-surface mirror was
mounted on the platform behind the plasma to reflect the
primary source radiation through the discharge as shown in

Figure 12.

Table 5. Experimental facilities employed

Plasma Generation

Power supply Variable frequency, 2.5 kKw induction
heater (model T-2.5-1-MC2-J-B, Lepel
High Frequency Laboratories, Woodside,
New York) equipped with a tuning and
coupling unit to allow impedance
matching and remote operation of the
plasma. Operated at 31 MHz.

Coil Solenoid type, 24 mm id, composed of
two turns of 5 mm od copper tubing.

Coolant tube Clear fused quartz, 20 mm od, 18 mm
id, extending approximately 5 mm above
the coil.



Table 5. (Continued)

48

Plasma tube

Aerosol tube

Argon flow rates

Aerosol introduction
rate

Ignition

Power supply

Lens

Focusing chamber

Sample container

Aerosol chamber

Clear fused quartz, 15 mm od, 13 mm
id, centered within the coolant tube
and terminating approximately 17 mm
below the top of the coil.

Borosilicate glass, 5 mm id, 7 mm od,
terminating approximately 100 mm
below the coil.

Coolant: 18 1/min
Plasma: 0.75 1/min
Aerosol: 0.42 1/min

Approximately 0.1 ml/min
Graphite rod, not grounded, lowered

into the high-field region until the
plasma is formed and then withdrawn.

Aerosol Generation

Twelve watt, 870 KHz ultrasonic
generator (Sonostat 631U, Siemens-—
Reiniger-Werke Ag., Erlangen, Germany).

A plano-concave acrylic plastic lens,
35.6 mm radius of curvature; 1.27 mm
thick at the center, attached to the
transducer assembly with epoxy glue.

Plexiglass, 82 mm id, equipped with

5 turns of 5 mm od copper tubing

which carried cooling water to dissipate
the heat generated and maintain a
constant bath temperature over

extended periods of operation.

Borosilicate glass, 75 mm id, equipped
with a 0.03 mm thick polyethylene
bottom; 90 ml capacity; attached to

a & 50/50 inner glass joint.

Borosilicate glass tube, 28 mm od,
18 mm long, sealed into a § 50/50
outer glass joint.
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Spectrometer

Grating

Reciprocal linear
dispersion

Slits

Detector

Recorder

External optics

Amplifier

Spectroscopic Equipment

One meter, Czerney-Turner mount,
scanning spectrometer (Hilger-

Engis model 1000, Engis Equipment Co.,
Morton Grove, Illinois).

102 mm by 102 mm, 1200 rulings/mm,
blazed for 5000 A (Bausch and Lomb,
Inc.,, Rochester, New York).

8 A/mm, first order.

Bilateral straight slit assembly,
utilized between 10 and 25 p wide
with a height of 1 mm.

S-13 response, 13 stage, end-on
photomultiplier (EMI type 6255B,
Electra Megadyne, Inc., North
Hollywood, Calif.). Operated at
1250 volts.

Variable span with built in zero
suppression (Speedomax G, Leeds and
Northrup Co., Philadelphia, Penna.).
Operated at 2.5 mv full scale.

Fused quartz lens, 15.5 cm foca
length, used to focus a 1:1 image of
the plasma on the spectrometer slit.

Emission Measurements

Micro-microammeter with operating
range of 10 x 10-4 to 3 x 1013
ampere full scale (model 410, Keithly
Instruments, Inc., Cleveland, Ohio).
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Amplifier

Primary source

Additional optics

Absorption Measurements

An ac, lock-in amplifier (model HR-8,
Princeton Applied Research, Princeton,
N. J.) utilized in connection with

a chopper at 160 Hz.

Calcium hollow-cathode lamp (Perkin-
Elmer Corp., Norwalk, Conn.) powered
by a custom built, dc power supply.

A second lens, 12.5 cm focal length,
focused the hollow-cathode radiation
at the center of the plasma via a
front surface mirror.
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PIASMA CHARACTERISTICS

The plasma chosen for this study is supported by a flow
of argon, chosen for its chemical inertness and ease of
ionization. Being partially ionized, the atmosphere will
interact with the electrical and magnetic fields of the
surrounding induction coil allowing energy to be transferred
into the plasma without the need for electrodes. An aerosol
containing metallic salts of the elements being studied was
added to this inert plasma. 1In spite of the simplicity of
this discharge relative to other more common laboratory
excitation sources, the plasma was sufficiently complex to
require a study of its own properties before it could be

applied to a study of internal standardization.
Temperature

One oi the most important plasma descriptors of interest
in this investigation was the temperature existing in various
regions of the discharge. In order to be meaningful, however,
local thermodynamic equilibrium must exist or be closely
approximated. Reed (14,41) has considered this question and
concluded that the existence of local thermodynamic equilibrium
was a valid assumption for the induction-~coupled plasma. He
then measured the temperature of that discharge using a

technique first developed by Fowler and Milne (42) and applied



54

more rigorously by Olsen (26). This method depends on the
fact that the intensity of a given spectral line increases
with temperature, goes through a maximum, and then decreases
in intensity as the neutral atom population is depleted due
to ionization. Reed (14,41) observed an off-axis peak in

the intensity of the Ar I 7635 3 line and interpreted the

dip toward the center as a region of increasing temperature.
A core temperature of approximately 16000 °K was measured in
this manner.

In a later paper, Johnson (43) studied the problem
further and concluded that the off-axis peak observed by Reed
was a consequence of the skin-depth effect of induction
heating and not the result of observing the maximum intensity
for the Ar I 7635 A line. As an alternative, Johnson measured
the relative intensity of the 3p54s—3p54p and 3p54s—3p55p
groups of argon neutral atom lines. From these measurements
he concluded that the discharge possessed an off-axis maximum
temperature of 9500 °K, considerably less than Reed's measure-
ment. Three additional papers (44,45,46) support the lower
temperature maximum for the pure argon plasma. A summary
of the pure argon discharge temperature measurements is
presented in Table 6. The consensus supports a core tempera-
ture in the 9000 to 10000 °K range.

The discharge employed in the present investigation was

different from those discussed above in several significant



Table 6.

Temperature measurements of the pure argon, induction-coupled plasma

Frequency Power Torch Design Methods Used Temperature Ref
4.0 MHz 10 kw 20 mm id, single Fowler and Milne 16000 °K core 14
tube design with technique maximum 41
9.4 to 12 1/min
of argon
4.5 MHz 6 kw Single tube with Relative intensity Off axis maximum 43
tangential gas of Ar I red and of 9500 °K
flow blue lines
26 MH=z 2-3 Water cooled (a) Absolute intensity 9200 to 9700 °K 44
kw quartz, single tube of Ar I 4510 in core region
type, 30, 22 & 16 (b) Absolute intensity Plots indicate an
mm id of continumn off-axis maximum
Argon flow rates of (c) Relatjive intensity
12-18, 2-6, & 2.5~ 4510 A/continumn
3.5 1/min (d) Broadening of HB
line
5.8 MHz 30 mm id, single Absolute intensity 10500 °K maximum 45
tube design with of the Ar I 7503 A off axis
40 1,/min of argon line
5.1 MHz 6 kw 23 mm id, single Relative intensity 8500 °K in core 46

tube design with
20 1/min of argon

of 4s5p lines of
Ar I spectrum

to 6000 °K in
center 6 cm
above core region

G¢g
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respects: an aqueous aerosol containing metallic salts was
being introduced into the plasma in addition to the argon;
a 2.5 kw induction heater operated at 31 MHz was employed;
and a two tube, "laminar'" gas flow plasma was used rather than
the one tube, tangential flow configuration. As a result,
the chosen discharge may exhibit significantly different
temperature characteristics. 1In addition, with the aerosol
introduced in the manner described, it may not "experience"
the full effect of the higher core temperature. Thus, a
knowledge of the "effective" temperature through the plasma
center was necessary since vertical profiling was the
experimental method adopted for studying relative line pair
behavior.

The temperature measurement technique selected was the
two-line method, discussed in detail and suggested by
Pearce (16) as the most appropriate for the temperature range
expected in the induction coupled plasma. The element
chosen for use as the "electronic thermometer'" was iron
because extensive transition probability data are available
for both the neutral atom and the first ion (13,47,48).

For the initial experiments the iron compound added was
{ferrocene [(Fe(CSHS)z], suggested by Broida and Shuler (49),
in hopes thal a more uniform distribution of iron in the
plasma would be obtained since the sample would enter as a

gas rather than an aerosol. However, the line emission
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intensities were too weak for observation resulting in the
use of solutions for the remainder of these experiments.

The initial temperature measurements were made with
Fe II (first ion) lines, but the values obtained were not
only erratic but unreasonably high (up to 26000 °K). These
results suggest that the transition probability data fér the
>ionic species may be in error. In the neutral atom spectrum
of iron, a pair of lines at 3916.73 A and 3917.18 A possess
several characteristics which made them especially attractive:
being separated by only 0.45 K, the lines could be scanned in
rapid succession minimizing the possibility of plasma drift
between measurement of the two intensities; the lines were
completely resolved by the spectrometer (in the second order);
calibration of the response of the spectrometer-detector
combination was not necessary because of the wavelength
proximity; the upper energy levels of the two transitions
were well separated producing good sensitivity (see Table 7);
and neither of the lower energy levels was in the iron ground
state multiplet minimizing the self-absorption problem. All
of the temperature measurements were made with this 1line
pair.

Horizontal temperature profiles, developed with the aid
of the Abel inversion method of Cremers and Birkebak (50)
to calculate the radial intensity behavior of the two lines,

are shown in Figure 13 for three positions above the induction
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Table 7. Properties of the Fe I line pair utilized for the
plasma temperature measurementsa

Wavelength (A) gA Value (108/sec) Energy levels (cm-1)
3916.73 6.4 26106 - 51630
3917.18 .11 7986 - 33507

aWavelengths, gA values and energy levels from Corliss
and Bozman (13).
coil. These plots indicate that a maximum temperature of
6200 °K was observed, less than the maxima observed for the
pure argon plasma discussed earlier. However, the lowest
point sampled in the plasma was 8 mm above the inducfion coil
or about 14 mm above the core of the discharge. Thus, the
hottest portion of the plasma was not examined. In addition,
the presence of the aqueous aerosol may have reduced the
plasma temperature. The 400 degree drop in the 8 mm profile
between the axial center and 2 mm is in agreement with the
observations on the pure argon plasma which showed off-axis
maxima due to the skin depth effect. The most important
feature of these profiles, however, is the horizontal tempera-
ture gradient of 1000 to 1500 degrees. This means that
observation of line intensities emitted from different atoms
or ions may originate from regions of different temperatures
in the plasma complicating data interpretation. As a result,
a vertical profile will give only an average or "effective"

temperature.
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The vertical profile shown in Figure 14 provides us with
good insight of the "effective" temperature gradient along the
length ol the plasma. Other observations indicate that the
rate of temperature change decreases above 45 mm, but direct
measurement with the selected line pair was not possible
because the intensity of the 3916.73 K line was too weak in
this region for making accurate intensity measurements.

Other elements will have a similar neutral atom "effective"
temperature profile but possibly with a magnitude of *200 to
300 degrees because of differences in ionization energy. The
"effective" temperature for ion species, while not measured
explicitly, may be several hundred degrees higher. This would
result if the ion population were located closer to the axial
center, shown by Figure 13 to be a hotter region of the
discharge.

Additional observations indicated that day to day
fluctuations of the measured temperature were on the order
of 200 to 300 degrees. Several experimental variables
appeared to be responsible: The setting of the variable
capacitor in the tuning and coupling unit (which matches the
impedance of the plasma with the induction heater) was
critical and yet there was no accurate method to reproduce
this setting; and with the experimental facilities employed
in this study, the amount of solution fed into the plasma

varicd, possibly on the order of *25% from day to day,
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changing the amount of water vaporized and the electron

density contributed by the sample.
Sample Distribution

The second important plasma characteristic affecting
intensity ratio behavior was the manner in which the sample
was distributed within the discharge. Riemann (51), working
with a different type of plasma, noted that aerosol samples
tended to avoid the discharge due to the thermal barrier
and traveled instead around the outside. Visual observation
of our plasma indicated that the same type of phenomenon was
occurring. In order to confirm this observation and gain
further insights concerning sample distribution, the atomic
absorption technique was utilized. Two types of profiles
were measured: (a) horizontal, to indicate the uniformity
of sample distribution across the discharge; and (b) vertical,
to obtain an indication of the amount of sample dilution
taking place and the relative behavior of the atom and ion
species. A 50 ppm calcium solution served as the sample.

Figure 15 presents relative horizontal absorption profiles
for the calcium atom and ion species at three vertical
positions in the plasma. These plots represent the extremes
ol the expected behavior: off-axis maxima for both species
observed at the lowest point studied, 13 mm above the coil;

and a maximum close to the axis for the calcium ion absorbance
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with an off-axis maximum of the calcium neutral atom
absorbancce observed at 35 mm above the coil. The behavior
at 25 mm above the coil is intermediate between these two
extremes.

The profile observed at 35 mm above the coil is
approximately the one expected for uniform distribution of
the sample across the discharge. Figure 13 indicates that
the maximum temperature exists on or near the plasma éxis
and is adequate to ionize a majority of the sample atoms.
Thus, for a uniform sample distribution, a majority of the
atoms near the axial center should be ionized, producing an
ion maximum at that point. The neutral atom absorbance should,
as a result, exhibit- its maximum at some distance from the
center. The off-axis maxima observed for both species at 13
mm above the induction coil indicate that little, if any, of
the sample had reached the center. Instead, the bulk of it
is concentrated in a ring between 4.5 and 6.5 mm from the
center.

The vertical profiles obtained of the calcium neutral
atom and ion absorbance are shown in Figure 16. The neutral
atom population decreases in a relatively uniform manner as
would be expected from sample dilution. The ion profile is
quite similar in relative behavior up to about 25 mm above
the induction coil; at that point the ion population begins

to increase., It was previously shown (see Figure 14) that
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the "effective" temperature decreases in a uniform manner;

in addition, the ionization of argon effectively controls the
discharge electron density in these experiments because of
the low sample concentration selected. In view of these
conditions, two possible explanations can account fer the
increase in ion population at this point: (a) the electron
density in the discharge supplied by argon ionization
decreases significantly or (b) additional sample is

diffusing to the hotter axial center to favor the greater
degree of ionization.

There are several implications inherent in these
observations: first, the "effective" temperature experienced
by a metallic species will not be the maximum temperature
measured because most of the sample avoids that region of
the discharge; second, the "effective" temperature of the
ion population may be higher than that of the neutral atom
or have a different profile since the ion population lies
closer to the axial center of the discharge; third, the
"effective" temperature of a given species will depend on
the ionization properties of the element in question, which
will govern the horizontal position in the discharge from
which a given atom or ion population will emit the majority
of its intensity; and fourth, transport phenomena will play
a role in the emission characteristics and intensity ratio
behavior because the sample tends to flow around the hotter

axial core of the discharge.
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CORRELATION OF OBSERVED INTENSITY RATIOS
WITH MODEL CALCULATIONS

The intensity ratio behavior of two atom lines was

described by the expression

I o n.oy A v g Q
ap(X™) _ “(X7) “ap gp "q “(R®) __

= p [(E. - E )/KT] . (31)
Isr(RO) 1 (Ro) Ay Vsr 8s Q(XO) S 4 ]

An equivalent expression can also be written for two ion
lines by substituting X' and R" for X° and R®. Thus, the
analytical intensity ratio (qu(Xo)/Isr(Ro)) is a direct
function of two temperature dependent terms, namely the
partition function ratio (Q(Ro)/Q(Xo)) and the Boltzmann
exponential term. In addition, theratio n(xo)/n(Ro) is
affected by the degree of ionization of X and R which is
not only a function of temperature but of electron density
as well. The latter, in turn, is related to nebulized
sample density in the discharge. If we now observe intensity
ratios along the length of the plasma, the experimental
values will reflect their response to all of these primary
variables.

In the earlier theoretical analysis, the sample/argon
ratio was defined to be 0.1 ml of sample combined with 10 1
of argon., A difficulty presented in the experimental portion

cf the investigation was the absence of an easy method for
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determining the sample/argon ratio actually existing in
various regions of the plasma. Knowledge of the argon flow
and sample introduction rates only provided a starting point
for arriving at an approximation of the possible ratio. The
ratio of samplelflow to total argon flow introduced into the
‘plasma tube was approximately 0.1 ml/20 1. The estimation
of the actual sample/argon ratio in the discharge was rendered
uncertain by a lack of definitive data on: (a) the rate at
which this ratio decreases with height; (b) the degree of
mixing of the three independent argon flows in the plasma;
andl(c) the fraction of aerosol particles which '"by pass"
the plasma entirely.

In the absence of actual sample/argon ratios, it is
instructive to examine the effect this parameter will have
on the theoretical intensity ratio profile. Figures 17 and
18 show three dimensional projections of the calculated
intensity ratios as a function of temperature and sample/
argon ratio for two line pair ratios which will be considered
later in the discussion of experimental examples. It is
readily apparent from inspecting Figure 17, for example, that
the Ca I/Fe I intensity ratio changes most rapidly in the
4000 to 5400 °K temperature range. Also, within this same
region, the intensity ratio is more readily affected by
changes in flow ratio than at the extreme temperatures

plotted where the majority of the sample is either present
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as neutral atoms or as ions. Figure 18 shows that the Cu II/
Au II line pair undergoes a less rapid change as a function
of temperature and is less influenced by changes in the
sample/argon ratio. No attempt was made to predict.in
advance the actual shape of the experimental profiles.
Rather, the theoretical model was most useful for suggesting
the diréction and magnitude of general trends and inter-

pretation of experimentally measured profiles.
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EXPERIMENTAL EXAMPLES

One method of studying the internal standardization
problem would be to consider each temperature and electron
density dependent variable in Equation 31 individually.
However, the complexity of relationships which develop,
especially regarding the ionization term, made that an
impossible task. As a result, the author chose the more
pragmatic approach of calculating the effect of each
contribution--ionization, partition function, and expo-
nential--and the complete analytical intensity ratio
behavior as a function of temperature at several sample/
argon ratios. These calculated behéviors were then compared
with and used to interpret the experimentally derived results.
The examples included in this chapter are typical of the

many observed 1in the course of this study.
Self-Absorption

Inherent in the equation for the intensity ratio of
two spectral lines is the assumption that the emitted radia-
tion is the observed radiation. However, changes produced
by self-absorption are well known in emission spectroscopy.
To check on its importance in the induction-coupled plasma,
two examples were chosen, one consisting of neutral atom

lines and the other ion lines. In each case three lines
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were selected which had approximately the same excitation
energy. Two of the lines had lower energy levels which
were high enough to minimize the possibility of self-
absorption while the third had as its lower level the
ground state of the atom or ion in question. In the ion
line example, the two 4P energy levels are meta-stable,
but of sufficiently high energy so that they should not be
highly populated. Figures 19 and 20 illustrate the energy
relationships involved and the observed results in each
case. As can be easily seen, the intensity ratio of the
two lines in each system not subject to self-absorption
remained reasonably constant with height while the ratio
involving the other line showed a large change.

The initial increase of the Fe I 2166 A/Fe 4466 A
ratio plotted in Figure 19 suggests that self-absorption of
the Fe I 2166 K line was decreasing with height as would be
expected due to sample dilution. Then, beyond 25 mm
above the induction coil, the decreasing intensity ratio
indicates increasing absorbance of the Fe I 2166 E line.
This increasing absorbance of the Fe I 2166 K line could be
the result of an increase in self-absorbance or due to
non-specific absorption in the 2000-2200 Z region by
atmospheric gases. There was considerable entrainment of
air into Lhe discharge above 25 mm which may have been

sufficient to absorb radiation of this wavelength when heated.
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The Mo II 2038 K/Mo I1 2897 K intensity ratio profile
illustrated in Figure 20 shows a general increase with
height, indicating a decrease in self-absorption of the
Mo II 2038 2 line. A plateau and slight dip in the intensity
ratio was observed between 15 and 25 mm above the coil
which, at first thought, is surprising. This unusual
behavior occurs in the same general region that the intense,
luminous core region of the plasma terminates and the down-
ward trend of the Ca II 3933 Z absorbance was reversed
(see Figure 16). This behavior provides additional evidence
for a sharp drop in electron density or greater inward
diffusion of sample just above the core region of the plasma
which causes an increase in the ion population and, conse-
quently, self-absorption. Above 25 mm, the amount of self-
absorption again decreases as the falling temperature decreases
the ion population.

it is apparent that self-absorption or other types of
absorption can significantly influence line pair intensity
ratios. As a consequence, spectral lines whose lower energy
levels were at or near the ground electronic state of the
atom or ion in question or were of short wavelengths were
avoided as much as possible for the remainder of the
experiments carried out as part of this study. More
importantly, the observed effects are obviously one addition-

al consideration when internal standard line pairs are chosen.
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additional experimental profiles are presented, it will
evident that the deviations illustrated in Figures 19 and
are as significant as any which are caused by other types

"mismatching".
Neutral Atom Line Pairs

The elements, wavelengths, energy levels and ionization

energies of three neutral atom line pairs chosen for

detailed discussion in this paper are outlined in Table 8.

By

the traditional criteria used to judge line pair suit-

ability, all three line pairs appear equally mismatched:

excitation energies of the line pairs are approximately

matched, but there is between 14000 and 15000 cm_l difference

in

the ionization energy in each case.

Table 8. Properties of the neutral atom line pairs?

[+]
Element Pair Wavelength (A) Energy Levels Ionization Energy

Mn 4018.10 17052 - 41933 59960
Au 3122.78 9161 - 41174 74410
Mo 4811.06 30496 - 51276 57260
Cd 4678.16 30114 ~ 51484 72539
Ca 4302.53 15316 - 38552 49305
Fe 3827.82 12561 -~ 38678 63700

in

2a11 wavelengths, energy levels, and ionization energies
this and subsequent tables taken from Meggers, Corliss

and Scribner (52) unless noted otherwise.
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The experimental intensity ratio versus height profiles
illustrated in Figures 21, 22 and 23 indicate that their
behaviors were, however, differenﬁ. The Mn I 4018 Z/Au I
3122 X ratio decreased slightly before increasing five fold
in a nearly linear manner. The Mo I 4811 z/Cd I 4678 X
profile shows a slow increase in intensity ratio through-out
the entire profile. The Ca I 4302 R/Fe I 3827 R intensity
ratio decreased slowly and then increased to approximately
the original value.

In order to account for the differences in the observed
behaviors of the three neutral atom line pairs, it is necessary
to look beyond the traditional criteria outlined in Table 8.
Instead of considering just the differences between the
ionization energies of the element pair, the Saha-Eggert
equilibrium constant for each is actually the governing

quantity. The reaction being considered is
xT_’ X+ + e (32)

for which the equilibrium constant is defined as

N, +\0, -
(X)) (e7) o
K,,0 o+ = . (33)
(X —X ) n(XO)

The Saha-Eggert equation allows calculation of this equili-

brium constant as a function of temperature:

3/2
(2m, - kT) 2 Quy+
K(XO—>X+) = (e )3 (x7) exp (—Ei(XO)/kT)' (34)
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An analogous equation can also be written for the reference
element (R). The meaning and implications of this equation
have already been discussed in the previous theoretical
analysis. The important fact to note here is that K(XQ»X+)
is directly proportional to the partition function ratio
and the exponential term which contains the ionization
energy. Table 9 summarizes the basic quantities involved
and the Saha-Eggert equilibrium constants for the six
elements at 4600 °K. From an inspection of these data, it
is not surprising that different behaviors were observed.

An additional difference between the three element
pairs is the behavicr of the partition function ratio of

Equation 31, a quantity important because it is directly
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Table 9. Partition functions, ionization energies and Saha-
Eggert equilibrium constants for the neutral atom
element pairs at 4600 °K

Element Pair Q(Xo) Q(X+) Q(X+)/Q(XO) Ionization K(XO__>X+)a

(X/R) Energy
or or or

Qroy QUr*) Urt) UrO) K (RO
Mn 6.281 7.536 1.200 59960 .130E 14
Au 2.347 1.085 .462 74410 .545E 11
Mo 8.377 7.124 .850 57260 .214E 14
Cd 1.001 2.000 1.999 72539 .423E 12
Ca 1.241 2.137 1.713 49305 .520E 15
Fe 26.46 41.75 1.578 63700 .531E 13

2 130E 14 is read as .130 x 10l%.

proportional to the intensity ratio. Table 10 summarizes
the values of the partition function ratio for the three
element pairs at two temperatures which lie on either side
of the range actually profiled and the percentage change in
the intensity ratio due to this quantity alone. It is seen
that a large difference exists between the element pairs.
The primary physical process which accounts for the

observed profiles is ionization. Calculations using the
model program indicate, for example, that manganese is 94%
ionized while gold is only 12% ionized at 5500 °K (assuming
a sample/argon ratio of 0.01 ml/16 1). This means that the

sharp increase in intensity ratio with plasma height shown
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Table 10. Partition function ratio change and its effect
on the intensity ratio :

Element Pair Q,50,\/9,v0 I o
(X/R) (R aE) (g

3600 °K 6400 °K (R®)

Mn/Au .356 .311 -12.7

Mo/Cd .135 .0696 -48.6

Ca/Fe 22.8 5.91 -74.1

in Figure 21 is primarily due to recombination of the
manganese ion. This would increase the number of manganese
neutral atoms relative to the number of gold neutral atoms
and, thus, produce the increase in intensity ratio.

The Mo I/Cd I line pair is similar in its behavior,
except that there is less difference between the Saha-
Eggert equilibrium constants in this case. At 5500 °K and
the same sample/argon ratio, molybdenum is 96% ionized while
cadmium is 53% ionized. The observed profile results from
the difference in the recombination rates of the two
elements.

The Ca I/Fe I line pair represents a somewhat different
situation. Calculations with the model program indicate that
at 5500 °K, calcium is 99% ionized while iron is 80% ionized.
On this basis, profiling to a region of lower temperature
should produce a rapid drop in the intensity ratio due to

a more rapid recombination reaction for iron than calcium.
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The gradual slope actually observed in the 10 to 35 mm
region (sce Figure 23) results because of an opposing
change in the partition function ratio as noted in Table 10.
The positive slope observed in the profile beyond 35 mm is
caused by an increase in the rate of recombination of the
calcium ions relative to the iron ion recombination rate.

In order to confirm the above observations and inter-
pretations, an alternate group of three line pairs was
selected with similar Saha-Eggert equilibrium constants,
partition function ratio behaviors and excitation energy
mismatches. The properties of these additional examples are
outlined in Table 11. Comparison with the data found in
Tables 9 and 10 indicates that behaviors parallel to those
of the first three examples would be expected. The experi-
mental behaviors of the three line pairs are shown in Figure
24 and illusfrate changes with similar magnitudes and direc-
tions as those shown in Figures 21, 22, and 23. Furthermore,
the differences which are evident can be accounted for by
normal day to day variations in experimental conditions.

The effects observed experimentally for the six line
pairs discussed were primarily a result of ionization. In
several of the examples, particularly Ca I/Fe I, there was
also a partition function ratio change which modified the
final results. 1In all cases, the excitation energies of

the two lines making up each pair were closely matched.
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Table 11. Properties of the alternate neutral atom line

pairs
Element Wave- Q,no Ionization Q,o4+\/Q,v0y X, v0o ot
Pair length A@LE—l(%) Ener%y X gr (X) (XA:X )
3600 to (RY)"™(R%) “(R%R")
6400 °K At 4600 °K At 4600 °K
Mg 2776.69 ~12.4 61669 1.974 .125E 14
P 2553.28 ) 84580 1.970 .278E 10
Cr 3804 .80 ~40.7 54570 .692 .405E 14
Sb 3232.52 69700 .676 .348EF 12
T1 2918.32 39.0 49264 .402 .123E 15
Co 3730.48 oY 63438 1.123 .409E 13

If this had not been true, additional modification of the

final profile would have been observed.
Ion Examples

The properties of the experimental ion line pairs chosen
Ior consideration in this chapter are .outlined in Table 12. 1In
this casc one would expect, by the traditional rules, similar
behavior from the latter two line pairs which should differ
from that of the first example. The first line pair shows
matched excitation energies for the two lines and very
nearly equal ionization energies. The latter two line pairs
also have matched excitation energies, but the ionization

energies differ by 12000 and 15000 cm_1 respectively.
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Table 12. Characteristics of the ion line pairs

Element Pair Wavelength (A) Energy Levels Ionization Energy

Mg 2790.79 35669 - 71491 61669
Mn 2900.16 36274 - 70745 59960
Cu 2247.00 21929 - 66419 62317
Au? 2110.68 17639 - 65003 74410
Mo 3077.66 35406 - 67889 57260
cdb 4415.63 46619 - 69259 72539

Apu II wavelength and energy levels from Platt and
Sawyer (53).

de I wavelength and energy levels from Shenstone and
Pittenger (54).

Figures 25, 26, and 27 show the experimental results
in each case. However, the profiles of the first two line
pairs are similar while the third shows a markedly different
behavior, opposite from the predicted result based on
classical criteria.

In order to gain insight into the reasons for this
apparent contradiction, it is instructive to consider the
additional data outlined in Table 13. From these data and
those in Table 12, the nearly ideal behavior of the Mg II
2790 R/Mn II 2900 2 line pair is easily interpreted. The
Saha-Eggert equilibrium constants for the two elements are
almost equal, the excitation energies of the two lines are

very nearly matched, and the partition function ratio of
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Partition functions, ionization energies and
Saha-Eggert equilibrium constants for the ion
line elements at 4600 °K

Element Pair Q(XO)

Q(X+) Q(X+)/Q(X°) Ionization K(XQ~X+)

(X/R) Energy

or or or or

Qroy ety Urt)’Ur%) K(Rrt)
Mg 1.013 2.000 1.975 61669 .125E 14
Mn 6.267 7.536 1.203 59960 .130E 14
Cu 2.249 1.014 .451 62317 .233E 13
Au 2.347 1.085 .462 74410 .544E 11
Mo 8.377 7.124 .850 57 260 .214FE 14
Cd 1.001 2.000 1.999 72539 .423E 12
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Equation 31 shows a negligible variation. As a result, Lhe
intensily ratio will remain constant without regard to
temperature or electron density changes.

The observed profiles for the other two line pairs
are considerably more difficult to interpret. The data in
Table 13 indicate that the two components of each line pair
exhibit Saha-Eggert equilibrium constants differing by almost
two orders of magnitude. This fact alone would suggest that
a changing intensity ratio should be observed. Further,
model program calculations show that at 5500 °K and .a
sample/argon ratio of 0.01 ml1/10 1, molybdenum is 96%
ionized while cadmium is 53% ionized; also, copper is 84%
ionized compared with 20% ionization for gold. Thus, the
change antibipated would be an increase in the intensity
ratio because the denominator element in each pair has the
lesser Saha-Eggert equilibrium constant. As regions of
lower temperature are encountered, the denominator ion
should recombine more readily than the numerator ion
resulting in an increasing intensity ratio with height.

Instead of the predicted changes, the Cu II/Au II
intensity ratio remained almost constant over the entire
profile, while the Mo II/Cd II intensity ratio remained

constant up to 30 mm above the induction coil before
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beginning a steady decrease. At the present state of
understanding concerning the processes occurring in the
plasma, it is only possible to speculate concerning the

reasons for these observed behaviors.
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CONCLUSION

The foregoing examples--both theoretical and experimental--
have provided confirmation that the choice of a good analysis
line pair is more complex than implied by the traditional
"rules". As a result, choosing ideal line pairs is really
quite difficult because the process is more involved than
matching numbers easily derived from tables. However, the
probability for success has been enhanced as a result of a
better understanding of some of the fundamental processes
governing intensity ratio behavior in a spectral source.

A degree of compatibility has been demonstrated between
the mathematical model and experimental results. The model
successfully: (a) predicted the general trends of the neutral
atom line pair intensity ratio behaviors; (b) provided
parameters such as Saha-Eggert equilibrium constants which
indicated differences between line pairs appearing, at first
glance, equivalent; (c) integrated the present knowledge of
line pair behavior in a plasma assumed to be in local thermo-
dynamic cquilibrium allowing predictions to be made; and
(d) indicated areas of disagreement which will require
further study.

In regard to this latter point, observations of line

emission from the plasma indicate that the electron density
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was higher and changed more rapidly than predicted by the
equilibrium calculations. The reasons for this discrepancy
are, at present, open to speculation. A geometrical factor
may be partially responsible for the excess electron density.
Low in the discharge, there is a steep, horizontal tempera-
ture gradient, but the "effective" temperature measured
using Fe I lines will be biased toward the particular zone
where the majority of the sample is located. 1In adjacent
zones, there will be argon atoms which are at a higher
temperature and, consequently, more highly ionized. Thus,
the electron density could conceivably be higher than that
calculated on the basis of the "effective" temperatures
alone. In the upper regions of the plasma a more uniform
sample distribution is achieved meaning the "effective"
temperature should more accurately describe the physical
situation. Other impurities, either from the tank argon
or from the atmosphere, may be present and contribute to
the elecctlron density. 1In addition, the model assumes a
constant sample/argon ratio. Any dilution which occurs
will decrcase the electron density with increasing height.
Thus, it is apparent that there is still much to be learned
concerning the phenomena occurring in the induction-coupled
plasma.

The application of the principles and ideas discussed

in this dissertation to other, more conventional sources
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such as the dc arc or ac spark involves additional obstacles.
In order to accurately calculate intensity ratio behavior,
a knowledge of certain basic parameters such as chemical
composition and electron density is necessary. For our
plasma, the chemistry appeared sufficiently simple, allowing
an approximation of these to be calculated for the various
temperature-sample/argon ratio combinations considered. 1In
addition, the induction-coupled plasma was relatively stable
with time. 1In contrast, there are many more chemical reac-
tions taking place in the plasma column of a dc arc or ac
spark. These include reactions between the atmosphere,
the electrode material, and the sample. Also, problems of
selective vaporization can cause these conditions to change
with time.

The most important variable in the temperature-sample/
argon ratio domain examined in this study was ionization.
Not only was it more compiex in its behavior, being a function
of both temperature and electron density, but its behavior
was the most difficult to predict on the basis of numbers in
the currently available tables. This supports the conclusion
reached by Margoshes (7) for the dc arc, a spectral source
with temperature characteristics similar to the induction-
coupled plasma used for this study. Perhaps, if a table of
Saha-Eggert equilibrium constants as a function of temperature

were available, it would be possible to make a more
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intelligent estimate of the compatibility of two elements as
components of an ideal internal standard line pair. The one
ideal line pair ratio considered--Mg II 2790 K/Mn II 2900 E——
had equal equilibrium constants. For many of the examples
studied, these equilibrium constants differed by two orders
of magnitude or more. The ionization energies are not
infallible guides because of the role played by the partition
functions in determining the equilibrium constant behavior.
This investigation has demonstrated that it is possible
to apply well accepted theoretical concepts to problems of
atomic spectroscopy. To do so, however, requires extensive
knowledge of the properties of the spectral source employed.
Since much of this information is not readily available,
an avenue for future research suggests itself. But, until
more extensive knowledge of some of these parameters becomes
available, it should be possible to apply many of these ideas
in a qualitative manner to the problem of selecting good

analysis line pairs.
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APPENDIX

The plasma simulation computer program written as part
of this investigation was designed to predict the behavior
of the intensity ratio of two spectral lines as a function
ol temperature at constant sample/argon ratio. The equations
and assumpltions imposed on the calculations have already
been discussed in Chapter 3 of this dissertation. When it
became desirable to study the effect of sample/argon ratio,
several sets of calculations were carried out, each at a
different sample/argon ratio, and the results correlated
with the experimentally obtained results.

The program was written in FORTRAN IV specifically for
the IBM 360 series of computers. The program was ruh suc-
cessfully on both a model 50 and a model 65, approximately
three times faster on the latter. Successful execution
should be possible on any comparable machine with approximately
105000 bytes of memory space available. A Cal-Comp Digital
Incrémental Plotter was employed off-line to prepare the
log intensity ratio versus temperature plots. 1In connection
with the plotting portion of the program, two library
subroutines (55), GRAPH and ORIGIN, were utilized.

For an installation without a Cal-Comp plotter or access

to. the library subroutines GRAPH and ORIGIN, the following
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suggestions are offered:
1. Remove statements 51, 368, and 369 from routine
MAIN. Discard subroutine FINISH which simply
calls GRAPH and ORIGIN in the proper sequence.
2. Remove statements 48, 49, 58, and 59, from
subroutine EXCITE. Subroutine EPLOT can now
be discarded.

3. All calls to YSCALE have now also been eliminated

so that this subroutine can be removed.
In this manner the program size is reduced and the plotting
facility will no longer exist. 1If another plotting system
is available, only FINISH and EPLOT must be written since
all graphing is accomplished in these subroutines. Subroutine
YSCALE may be suitable for use with rewritten subroutines
FINISH and EPLOT for scaling the Y axis.

The contents of the data cards required for operation
of this program are outlined in Table 14. The program was
designed Lo operate completely from cards or to allow most
ol the data to be read from data sets on tape or disk. Card
Lypes 1 through 3c are always read from cards through FORTRAN
unit 1. If IFT on card type 1 is not equal to 1, types 4a
through 5d will be read as one data set from the specified
FORTRAN unit number which must be defined by a system DD
(data definition) control card. These data define the plasma

being used and the temperature range to be covered.
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Table 14, Data card requirements for the plasma simulation program
Type # # Cards Columns Variable Format Remarks
Name
1 1 1 - 10 XMIN F10.0 Minimum temperature plotted
11 - 20 XSF F10.0 Temperature graph scale factor. 1If
XSF = 0.0, graph scaled automatically.
21 - 30 XWAY Fl10.0 = +1.0, temperature plotted low to high.
= =-1.0, temperature plotted high to low.
= 0.0, no plots produced.
31 - 35 NTEMPS 1I5 Number of temperatures - 230 maximum.
36 - 40 IFT I5 FORTRAN unit from which types 4 and 5
read. IFT = 1 indicates from cards.
2 NTEMPS 1 - 10 TEMP F10.0 Temperature value (in °K)
11 - 20 NE E10.0 Electron density guess (number,/cm3)
3a NTEMPS 16 - 25 Q2 F10.0 Partition function of argon first ion
26 - 25 Q3 F10.0 Partition function of argon second ion
3b NTEMPS Same as 3a except for oxygen.
3c NTEMPS Same as 3a except for chlorine,
4a 1 21 - 30 V1 F10.0 First ionization energy of hydrogen.
31 - 40 V2 F10.0 Second ionization energy (leave blank
for hydrogen). Energies in cm~1l.
Sa l/level 11 - 15 J1 F5.0 J value of hydrogen energy level
16 - 25 El F10.0 Energy of level in cm—1.
Note: Repeat 5a for all levels (maximum of 500). Negative energy stops read.
4b 1 Same as 4a except for argon.
5b 1/level Same as 5a except for argon,



Table 14. (Continued)

Type = = Cards Columns Variable Format Remarks
Name
4c 1 Same as 4a except for oxygen,
Sc l,level Same as 5a except for oxygen,
4d 1 Same as 4a except for chlorine.
5d 1/1evel Same as 5a except for chlorine.

Note: If IFT # 1 on card type 1, types 4 and 5 will be read as one data set of card
images from tape or disk which must be defined by an appropriate system DD card.

Types 1 through 5d define the plasma and temperature range to be covered.

6 1 1 -5 START A4 Word "START" which acts as the initial
control card.
7 1 1 - 10 NMETAL I10 Number of elements (4 + number of metals)
11 - 20 ARL F10.0 Argon flow rate - liters/minutes
21 - 30 SML F10.0 Solution flow rate - ml/minute
31 - 40 ATMP F10.0 Atmospheric pressure - Torr
41 - 60 DLAB1 5A4 Descriptive label
8 1 1 - 20 NAME 5A4 Element name or symbol and wavelength
21 - 30 AW F10.0 Atomic weight of element (gms/mole)
31 - 40 OXNO F10.0 Number of Cl1™ per metal atom
41 - 50 AMT F10.0 Gms/100 ml of metal in solution
51 - 60 EXCTA F10.0 Excitation energy (cm~1) of atom line
61 - 70 EXCTI F10.0 Excitation energy (cm~1l) of ion line
71 - 80 IFT 110 FORTRAN unit from which 9, 10a, 10b, and
10c read. IFT = 1 implies card reader.
9 1 1 - 20 ENAME 5A4 Name of element
21 - 30 V1 F10.0 First ionization energy (cm~1l

31 - 40 V2 F10.0 Second ionization energy (cm™ i)

agoT1



Table 14. (Continued)
Type = £ Cards Columns Variable Format Remarks
Name
41 - 50 Sl F10.0 Spin momentum of ground state of first
ion of element
51 - 60 Ll F10.0 Orbital momentum of ground state of
first ion of element
61l - 70 NMIN Il0 Beginning principal quantum number for
partition function approximation sum.
71 - 80 I1Q I10 = 0, correction applied
# 0, correction skipped
Note: Variables S1, L1, NMIN, and IQ are employed for the partition function
correction approximation given by Griem (15, p. 140).
10a 1/level 11 - 15 Jl F5.0 J value of energy level of atom
16 - 25 El F10.0 Energy of level (cm~1l)
10b l/level 11 - 15 J2 F5.0 Jd value of energy level of first ion
16 - 25 E2 F10.0 Energy of level (cm—1)
10c 1/level 11 - 15 J3 F5.0 J value of energy level of second ion
16 - 25 E3 F10.0 Energy of level (em—1)
Note: Negative El, E2, and E3 stops read of each set.
Repeat 8 through 10c for each metal considered (up to 3).
Type 9 through 10c can be read as one data set of card images from tape
or disk as defined by a system DD card if IFT # 1.
The J values and energy levels read from card type 10 used for partition
function calculations,
11 1 1 - 5 NPLOTS 15 Number of excitation energy differences

to be considered by EXCITE (maximum of 4)

€0T



Table 14. (Continued)

Type & #& Cards Columns Variable Format Remarks
Name
12 NPLOTS 1 - 10 DIFF F10.0 Excitation energy of numerator element
minus denomenator element (cm—1l)
11 - 30 LABEL 5A4 Descriptive lable (for graph use)
Note: Repeat 11 and 12 as often as desired. When NPLOTS = 0, program stops this
phase.

13 1 1 - 4 STOP A4 Word "STOP" acts as a control card
Note: Types 6 through 13 can be repeated as often as desired.

14 1 1 - 4 PLOT A4 Word "PLOT" acts as a control card to end

program and initiate SIMPLOTTER routines.

P01
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The remaining data defines the sample/argon ratio, the
elements being considered, and their properties. Types 6
and 7 must be read from cards and serve to set up the
experiment by defining the number of elements, flow rates
and atmospheric pressure. Type 8 defines each element being
considered, provides some basic parameters such as atomic
weight, concentration, and the excitation energies of the
lines being used. If the specified IFT equals 1, types 9
through 10c will be read from cards. If IFT equals some other
FORTRAN unit, 9 through 10c will be read as one data set
defined by another system DD card. It is especially con-
venient to have 9 through 10c on a tape or disk for all
clements being considered because a large number of energy
levels are frequently involved, especially for the transition
elements. Also, if the same element is being used several
times in a given run, having the energy levels on tape allows
them to be reused without the necessity of duplicate decks
of cards.

Card types 11 and 12 call into operation subroutine
EXCITE; this segment calculates the behavior of the total
intensity ratio for various mismatchings of the excitation
energies of the lines of the analysis and internal standard
element. This allows experimentation to determine the
optlimum excitation energy mismatch. "Optimum" would be

defined as the mismatch producing the least amount of
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change in intensity ratio over the temperature range of
source operation.

Finally, types 13 and 14 simply act as control cards
allowing additional simulations to be run as a batch. When
type 14 is encountered, the program terminates. The operation-
al mode of GRAPH and ORIGIN is to write an intermediate data
set on a disk which is utilized by a master plot program
following completion of the normal job. Thus, the PLOT
control card terminates the simulation step and initiates
the plotiting step. A complete listing of the source state-

ments is included as Program 1.
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7o THIRD MFETAL - TO RE USED TC TEST ELECTRON SQURCE EFFZCTS

*

*
* THE ELEMEMTS 3EING CONSINERED ARE NUMBERED AS FOLLCWS *®
3 e
X lo HYDROGEN (FRUCM WATER) %
* 2o ARGON (MAIN PLASMA GAS) *
* 2, IXYGEN (FRCM WATER) *
* 4o, CHLORINE (RBEING CONSTDERED AS THE COMMON ANION) x
* 50 FIRST MPFTAL - TREATEC AS TFE NJHMEFRATOR [N ALL RATIOS *
* be SECOND METAL - DENOMINATOR IN ALL RATIOS %*
*
#
#

3 g Fxz ¥ xR X ek R AR Beofe d A sk e Bz o Sl e e e e ke e Mkl R Kk ok R i o Ak sk sk e ok e e e i ok e e ok ik e X Xk e ke

SOME OF THF SYMBOLS USED ARE DEFINFD A£S FOULLOWS

ANT PER CENT (GMS/100 ML) JF METAL IN SOLUTION

ARL LITERS/MINITE QF ARGON GO ING INT( PLASMA

ATMP = PRESSURE SURROUNDING THE PLASME IN TORR

APTOT = TGTAL ARGON DENSITY (ATOMS + ICNS)

AW = ATOMIC WEIGHT CF THE ELEMENTS CONSIDERED

cen MOLES O9F EL EMENT I INTERMS CF MOLES OF ARGIN USED

CNCF 1o OF-0S5*ELECTRON DENSITY {(USFD FIJR CCNVERGENCE T&STING)

i

- FORTRAN LISTING COF THE SCLUTICN FEZ3, ARGOIN PLASYMA SINMULATICN M3Gel

L0T



DEBYE = THF NDERYE RANTUS IN OV

DELTA = ThE LIWFRING OF THE TONTZATION -NeRGY

DIFF = ASSPOLUTE JDIFFERERNE BRETWE=N NEw AN) CLD TLECTROM
NENSTITY VALUES (USED F(Ck TESTING OF TT=xATION

CONVERGENCE )
DLL s » OLE = VARINDUS LASELS =R THE CRAPHS
DLA3 L = DESCRIPTIVE LABEL FIR PRINTOUT AND GRAPHS
Ely E2, E2 = ENERGY LEVELS 0O ATOM, FIRST ANMD SFCONY ICN
(IN WAVENMUMBERS)
EMAX = THE EFFECTIVE IONIZATION ENERSGY
EXCTA, EXCTT = ATOM AND TN EXCITATION ENERGY (WAVENUMRERS)
EXPONA, EXPOMT = TFE EXPONENTIAL TERMS FMR TWij ATCM AND Tw(
[CN LINES CALCULATED I[N STATEMENTS 319 & 37C
I1FT = FOPTRAN UNIT # FROM WHICH DATA SETS CCME (IFT = 1 IF
ALL CARELS ARE BEING LSED)
IMAX & IMIMN = LIMITS OF PARTITION FUNCTIDON CORRECTION SuUM
IMETAL = NUMRER NF SAMPLE METALS (NMETAL - 4)
[Q = THE PARTITIIN FUNCTION CORRECTION SWITCH: IF 7ERG, THE
THE CORRECTION APPLIED,y, IF NON-ZERD CORRECTICN SKIPPED
Jl, J2, J? = J'S USED TO CALCULATE PARTITION FUNCTIONS
Kly K2 = THE SAHA-EGGERT EQUILIRRIUM CONSTANTS
L1 = THE ORBITAL MONENTUM QOF THF GRO:JND STATE OF THE FIRST
ION CF THE SAMPLE ELEMENT
NlLy N2y N2 = NUMARER 0OF EMERSGY LEVELS 0OF ATOM, FIRST AND SECON)
T ONS
NAC, NAYl, NAZ2 = FRACTION 0OR PERCENT OF EACH ELEMEANT EXISTINCG
IN EACH INONTZATTIION STATE
NAME = NAME OF MFTALS USED
NE = NUMBER DFNSITY 0OF ELECTRCNS
NEW = THE NEW CALCULATEND VALUE OF FELECTRON DENSITY
NMETAL = TOTAL NUMBER OF ELEMENTS CONSIDERED (4 + # OF METALS)
NMIN & NMAX = [N PARTITION FUNCTION CALCULATIONS, THE RANGE
OF PRINCIPLE QJANTUM NUMBERS OVER WHICH THE
CORRECTION FACTOR IS CALCULATED
NPLOTS = NUMBER 0OF (VERPLCYS GENERATED 3Y EXCITE

sNoNalaNalaNoRalalaloNaNaEsNekalalaokalslalalakaNaNaNaNa e RaleKelKa e

PROGRAM 1 (CONTINMNUED)
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OO OO DO NN A OO OO0 YOO OO M

PROCRAM 1

NTEMPS = NIMRER OF TEMPERATIRES USED
NTIMESy NGO = THE NUMBER NF T TERATINNS
NTOTAL = TOTAL PARTICLE DENSITYV
OXNO = NUMRER (OF CHLORIDES/METAL ATOM
PRESS = FFFECTIVE ATMOSPHERIC PRESSURF [N TR<
PCy Pl,y, P2 = PARTICLES OF ATIM, FIRST TN, AND SECIOND ION
IN TERNMS OF THE TOTAL NUMBER OF ARGQON AT(MMS
Qly, Q2y G323 = PARTITINN FUNCTIONS OF ATNv, 1ST AND 2ND [ONS
QATOM, QION = PARTITION FUNCTION RATIC FOR ATINS AND IONS
S1 = THE SPIN MOVENTUM NF THE GROUND STATE CF THE FIRST ICN
CF THE SAMPLF
SAHAA, SAHAT = THE RATIO OF THE RESULTS OF CALCULATICNS
USINC THE SAHA-EGGERT EQUATIIN SHOWING
RELATIVE CONCENTRAT IONS OF ATOMS & IONS
SML = ML/MINUTE NF SOLUTION SCING INTO PLASMA
TEMP = TEMPERATURE (DEGREES K) BEING CONSIDERED
TOTALA, TOTALI = TFHE TOTAL INTENSITY RATIO FAR ATCM LINES
ANC ION LINES
V1, V2 = FIRST AND SECOND ICNIZATION EMERGIES (CM-1)
WDIFFaeeZDIFF = EXCITAT ION ENFRGY DIFFERANCE USED RBRY
SUBROUTINE EXCITE

XCy X1y X2 = NUMRER DENSITIES CF ATOM, FIRST ION AND SECOND
ION EXPRESSED PER (C
XLAB, YLAB THE X AND Y LABRELS FNR THE GRAPHS

XMINy YMIN THE MINIMUM X AND Y VALYES WHICH ARE PLOTTED

XMOLE = MOLES/MINUTE ADDEN T PLASMA

XSF, YSF = THE X ANC Y SCALE FACTYORS FOR THE GRAPES

XSIZE, YSIZF = THE LENGTH (IN INCHES) DOF THE X AND Y AXES NF

THE CGRAPHS

XWAY = DETERMINES DIRECTICON IN WFICH TEMPERATURE IS PLOTTED:
+1e0 INDICATES TEMPERATURE IS PLAOTTED LOW TC HIGH
-leC INDICATES TEMPERATURE PLOTTEN HIGH T0O LNy
NDeC INDICATES NO PLOTS PREPARED

XXy, YY = THE POINTS REQUIRED TD PUT THE LINE ACROSS THE TQP

AND ALCNG THE RINGHT HAND SIDFE 0OF THF GRAPHS

(CONTINUEED)
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PROGRAM 1

1G0
101
102
1C3
104

{CN

e o o o sk e % vk o ook R o e e e ke e e e ol ok dkok o o R o o X ook g 3k e sk o ok ok e o ek ok ok s ook 3k % ke o e ok ok oK ok ok

IN ADDITICN T2 THE MAIN PROSGRAM, THERE ARE & SURRAYUTINES - - -
FINISE, YSCALZ, =XCITE, EPLQT, EWRITE AND REVIVE,

THE PROGRAM ALSO UTILIZES GRAPH AND ORISGIN WHICH ARE L]RRARY
SUBROUTINFS AT THE IOWA STATF UNIVERSITY CIOMPUTATION CENTER
AND CVCHK {(SUPPLIED BY IBM) FOR TROUSLE INDENTIFICATION

AND RECOVERY PURPOSES THRCUGH SURRAUTINE REVIVE.

e %o B X< 3R AR A R AR 3% % ok Yo 3k oo ook R ok Ak ke s s sl sk S xe e ok e ok e 3k e e e Ak ok ook ook ke ok o o e o e doR e ko koK

- sk
%* ONLY FORTRAM UNITS #1 (CARD READER)Y AND #3 (THE PRINTER) ARE =
X EVMPLCYFD UNLFSS IFT SET TO SOME OTHER UNIT TO RFAD DATA SFETS =
% FROM TAPE CR [CISKe GRAPH AND QOFIGIN REQUIRE UNIT # l4, %
* x*
P33 xx

e e e ok Ao ok B X e o A ol ook ok ok e A e ook ke ek 3ok dok ook e oK ok o e e e o Xk o o ook ok o o e ook o X R R

DIMENSION DLABI(S)Y, TPLCT(30), NAMES{2), NAMES(3), NAMET7(3)}), Aw(7),
2AMT (7)), XMOLE(7), TEMP (301}, N1(7+30), 02(7,30), QA3(7,30),
3E1(7,501), E2(3,501), E3(3,201) s NLC(T7),y N2(T7)y N3(7)}, VL(T),

V2 1{7), PO(T),y PLL7Y, P2(T7Ys C(T)y XO(T74 30)y XLUT74,30), X2(7,30),
SNTIMES(30)y, CXNG{T}, EXCTI(T), EXCTALT), QATOM(39), QION(30),

6 SAHAA(30), SAHAI(20), EXPCNA(30), EXPONI(20), TOTALA(30), DLOEI(S),
TTOTALI{(30), SL{(7), DELTA(301), DEBRYE(301), NMIN(7), NMAX(30),I0(7},
BENAME(T745), Q201(¢&,30)

REAL NE(30)y J1(7, 501), J2(3, SO1), J3(3, 201)y K1(T7, 30),
2K217,30), NAO(7y, 30)y NAL(7, 30),y, NA2(T7, 30), NTOTAL{30), NEW,
3L1(7)y KRATIO(20)

FORMAT( 110y 3F10604 SA&)

FORMAT (F10.0y E10640)

FORNMAT (20X, 2F106.0}

FORMAT (10Xs FEeOs F10eC)

FORMAT (5A4, 4F10,0, 2110)

NT ITNUED)

OTT



R 105 FORMAT (1HY)

Q 106 FORMAT (1HO// 6Xe 'TEMPFERATIRE =%, 3, ",%, 311, ' DNEGREES K,
22X, YIONIZATICN POTENTI AL LOWERING ='y El2.5s ' WAVE NUMAFRS; ', 2X,
RIDFBYE RACIUS ="y Fl2e5y * CM3Y 7/ 66X, 'YTITAL PARTICLE DNDENSITY =7,
4F12s5¢ ' PFR CCs3'y 3X, 'ELECTRON DENSITY =%, =12,5, ¢ PER (L3,
52Xy 'NUMRER OF ITFRATICAS REQULIRED =*, [3, {1

10 107 FCRMAT (1HO, 234X, *NJUMBER DENSITY', 27X, 'WER CENT', 17X,
2YPARTITICN FUNCYION'*/9X, *COMPONENT'®', 8X, *X{O) %, 11X, t'xX{(1l)?*,
311Xy "X(2)', 99X, 'NO', EXy IN+', 7X, 'N&+', 8X, 31", 8X, 1Q2°7,
48X 5 Y QR3'/)

11 108 FORMAT (9X, 'HYDROGEN ', 3E15e5, 6F10e3/9X, 'ARGON 'y 3F15.5,
26F10e3/9Xy 'OXYGEN 'y 3E1545y HAF10e3/9X, 'CHLORINE ', 3E15.5,
36F106 37)

12 106 FORMAT (1HO)

13 110 FORMAT (1FOy34Xy, 'ITERATION AT', F7,0, * K WAS TERMINATED AFTER?',
212, ' ITERATIONS.')

14 111 FORMAT (35X, 'VALLES OBRTAINEC ARE QUESTICONABLE - - INSUFFICIENT IT
2FERATIONS ')

15 112 FORMAT (9Xy 3A4, E£E12454y 2E15e5y HF10e3)

1é 113 FORMAT (L1WO// /117777717
1 44X, YINTENSITY RATIC BEHAVIOR 3F TWD ION LINES'//

233X, 3A4, ' TONIZATION POTENTIALS: FIRST ', FB8¢3y ' WAVE NUMREPS?
3/70Xy 'SECOND', FRoO, ' WAVE NUMRERS'/ /23X, 3A4, ' TONIZATION PATE
4NTIALS: FIRST 'y FBeOy ' WAVE NUMRERS! /TOX,*SzCUND 'y F8a0y ' WAVE
5NUMBERS*/)

17 114 FORNMAT (33X, 65('-1'))

186 115 FORMAT (65X, '"SAKA?, SX,*EXPONENTIAL', 4X, 'TOTALY/36X, 'TEMPERATY
2RE (K)*, &X, 'QRATIOY, 4X, 'RATIN', 8X, *TERM', 77X, "RATIO*)

16 116 FORMAT (5(32X, Fl4e0, F15.5y Fl0e5, 2F12.5/))

20 117 FORMAT (YHQ///771777777
1 44X, YINTENSITY RATIOQ BEHAVICR OF TW9 ATOM LINES*'//

233Xy 324, ' IONIZATION POTENTIALS: FIRST 'y F3.0y ' WAVE NUMEERS!
3/ 70Xy 'SECOND', FRBa0O, ' WAVE NUMBERSY/ /33X, 344, ' IONIZATION POTE
4NTIALS: FIRST ',F8,0, ' WAVE NUMBERS® /70X, *SECOND', F8.0,"' WwAVE
SNUMRER S? /)

PROGRAM 1 (CONTTANUED])
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25
27

28

29
320

31
32
33

34

38

3G

PROGRAM

1

118 FORMAT (1V1//7/7777/

1 53X, "PLASNMA BEHAVIOR STMULATION®/ 54X, 544/ 56X,
2UINIT TAL ASSUMPTICNS')

119 EORMAT (1HO, 45X, 'ARGCN FLCOW RATE =%, Fls4, ' LITFRS/MINUTE® /47X,
ZYSOLUTION FLOW RATE =%v, FBe &4, t+ M{U/MINUTE"')

120 FOEMAT (1H0, 48X, *CONCENTRATIONS OF METALS [N SILUTICA® /)

121 FORMAT (44X, 2A4, FS,5,' GRANS/100 ML CF SOLUTION')

122 FORMAT (1HO, 4C©X, 'GUESS USED FOR ELECTRIN DENSITY®//31X, ?TENMPERA
2TURE (K) ', 3X, 'NE (NUMRER/CC', 6X, ¢ TEMPERATURE (K)', 23X, *NE (N
JUMBER /CC)'/)

123 FCRMAT (5(30X, FlleOy E2065, F18¢0, F20e5/))

124 FORMAT (1HO, 47Xy, *IONTZATION PNOTENTIALS OF THE METALS'/)

125 FORPMAT (45X, 344, ' FIRST =', F3,0, ' WAVENUMBERS'/S8X, *SECCNN =
2%, F8,0, ' WAVENUMRERS!')

126 FORMAT (1HO, 43X, 'EXCITATION ENFRGIES OF THE LINES CONSIDERED!/)

127 FORMAT (46X, 384, ¢ ATOM =', F8,0, ' WAVENUMBERS'/S58X, ' [ON =7,
2FBe0y ' WAVENUMRERSY)

128 FORMAT (3F10,0, 215)

129 FORMAT (1CX, 5(t%7}, 'ERROR=~=-CI4ENSINN LIMITS NUMSER (F TEMPERATUR
2ES TN 30 OR LESSa*)

130 FORMAT (6X, *PARTITINN FUNCTION CORPECTICN SUMMATION CARRIED TO A
2PRINCIPLE QUANYUM NUMBER OF ', T4, *3;', 2X, 'EXTERNAL PRESSURE =
3F6ely ' MM OF HG3 )

131 FORMAT (10X, 5('%%), *'ERRCR--FORTRAN REQUIRES AT LEAST 1 EXICUTICN
2 OF EACH DO LOOP--—-=THEREFORE AT LEAST 1 SAMPLE ELEMENT REQUIRED')

122 FORMAT (10X, 5(*'#%), *ERROR--CIMFNSION AND PROGRAM CONSTRUCTION LI
2MIT NUMBER OF SAMPLE FLEMENTS TN 3 OR LESSe')

133 FNRMAT (10X, S('*?), *ERRNR--THERE WERFE TOO MANY J VALUFS AND FNER
26Y LEVELS NF UN-TONIZED ELEMENT #',12, 's LIMIT IS 500.')

134 FORMAT (10X, 5('%%'), *ERROR--THERE WERE TCO MANY J VALUES AND EMER
2GY LEVELS OF THE FIRST IIN OF #1%, 12, '« LIMIT IS 50Ce')

135 FQRMAT (10X, 5('#%), ¢ERROR-~THERE WERS TOO MANY J VALUES AND ENER
26Y LEVELS OF THE SECOND ION OF #%', 12, ', LIMIT IS 200,")

136 FQRMAT(LHC/// /7111117 42Xy YSAHA TONIZATION EQUILIBRIUM CON
2STANT BEHAVIOR' /43X, 'FOR THE REACTION: ATOM ==> ION + ELECTROME/

(CONTINUED)
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4]
42
43
44

45

46

47
48
49
50
51

A0

52
53
54
55
56
57
58
5%
60
el
62
€3
C

PEQGRAM 1

3)

127 FORMAT(S5X, *H1', 14X, *#2', 11X, *RATIC¢/33X, *TEMPERATURFE (K},
24Xy 3A4, 33X, 3A4, S5X, *HL/H2*)

133 FCRMAT(5(33Xy, FliaTy 44X,y El5e5y E15e59 Fllo4/))

139 FOEMAT (3A4, 99X, 5F10.0, I10)}

140 “0OFRMAT (A4)

141 FORMAT (1CXy 1C(*=*=%), "PERMANENT DATA [N ERRCRe' /20X, *'CHECK NRDER
20F ALL CARDS AND BRE SURE IONIZATICN POTENTIALS EXPRESSED IN WAVENY

IMBERS L)

142 FORMAT (10X, 10('#**),"XWAY MUST HAVE VALUES OF +14.Cy =109 CR 0.0 O
2NL Yo" )

143 FOURMAT (LBOQ//7/1/177171777 35X, *PARTITION FUNCT ION RATIC BEHAVI

20R (Q2/0Q01) FOR 'y 3A44/7/)
la4 FORMAT (332X, 'TEMPERATURE (K) ', 33Xy, 'QOl*, 13X, *22°9% 10X, *'Q2/91")
145 FCRMAT (5(33Xy Fllo0y F17.3, F15.3, Fl3e4/1})

DATA PLOT/*'PLOT®/, START/*STAR'/, HALT/*STOPY/

DATA TEMP/30%0s0/y NE/3C%k0e0/

CAtL CRIGIN (0e0y 245y 1)

CIT

THE PROGRAM BEGINS B8Y READING IN INFCRMATION WwHICH DEFINES YHF
PLASMA UNCER CONS IDFRATION ANND THE TEMPERATURES RE ING CIONSIDEPRED,

READ(l, 128) XMIN, XSF, XWAY, NTEMPS, IFT
[F{IFT oLEs Q) ITFT = 1
IF(NTEMPS oLEe 30) GO TO 1
WRITE (3, 129)
STCP 30

1 IF{XWAY FQe +1.0) RO TO 4
FTF(XWAY L,EQ. -1,0) GO 70O RO3
IFIXWAY o EQe 040) GN TC 4
WRITE(3, 141)
STCQP 40

8C3 XMIN = =XMIN - 6, 0%XSF
4 IPLOT = IFIX{ARSIXWAY)) + 1

(CONT INUED)



~N O,

64
65
56
67
68
69

a¥aNaNe]

70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87

aNe!

88

PROGRAM 1

40

1

901

905

309

620

THE TEMPERATUPRES, NF SUESS VALUES, AND Q2 AND Q33 FOR AR, O,
AND CL ARE REAC N,

READ(L, 101) (TEMO(I), NE(I), I=1, MTE4PS)

DO 7 I=244

READ(1, 102} (Q2(1, J), Q3(I, J), J=1,NTEMPS)
DO 40 I=1y NTEMPS

Q2(1y T} 1. 0C

Q3{l, 1) 0.0C

IONIZATICN ENERGTES ANC NEUTRAL ATOM ENERGY LEVELS OF +, AR, O,
ANC CL ARF READ IN AND CHECKED T) ASSURE LEGITIMATE VALUES.

Dc g [=1, 4

READ(IFT,102)VI(I), V2(1)

no 11 J=1, 501
READ(IFT,103)J1(1,J), EL1CI,44)
IF(EL(IoJ) oGFe 0.0) GC TO 11
NLC(DY = J = 1

GO 7O @8

CONTINUE

WRITE(3y 133) I

STCP 5C

CONTINUE

IF(IFT oGTe 3) REWIND TFT

DC 906G 1=2,4

IF(VI(I} «LT. 3CCCOeD) GC T 905
IF (V2(1) «GTe 20000,0) GO TO 3903
WRITE(3, 141)

STGP 60

CONTINUE

THE FIRST CONTRQOL CARD FOR THE PROGRAM IS READ IN AND UTILIZED.

REAC(1l, 140) CHECK

(CONT INUED)

PIT



3Q
30
E!

22

[ N e W]

93

OO0

34
55
96
97
98
Q9

100

101

OO0

1C62
103
104
105
106
107
108
1C6
1190
111

112~

PROGRAV ]

575

51

52
53

IF({CHECK oEGs PLOT) STCP QGg

IF(CHECK o,ERQe START) GC TQ 675

CALL REVIVE (1, IGO0y 1y NMETAL, V1, V2, EXCTA, EXCTI, AW}
GO TO 600

OME CARD READ IN WHICH DESCRIBES THE EXPERIMENT T RS SIY4LLATED,.
READ(L, 1COY NMFTAL, ARL, SML, ATMP, DLAAL

NUMBER (F ELEMENTS CHECKEC TO ASSURE THAT THEY ARE WITHIN THF
CCRRECT RANGE FOR PROPER PROGRAM OPERATI N

[F(NMETAL oGTe 4) GO TO 2

WRITE (32, 131)

CALL REVIVE (1, ICO, 1, NMETALy V1, V2, EXCTA, EXCTI, AW)
GO TO &00

IF(NMETAL +LTe B8) GO TO 3

WRITE (2, 132)

CALL REVIVE (1, IGD, 1, NMETAL, V1, V2, EXCTA, EXCTI, AW)
60 TO 60¢C

INFORMATICN NEEDED TO DESCRIBE FACH SAMPLE ELEMENT READ IN,
DO 15 I

JCL =1 - 4
GC TO (5049 51y 521y JCL

Sy NMET AL

READ(1, 139) NAMES, AW (5)y OXNO(S5), AMT(5), EXCTA(S5), EXCTI(5),IFT
GO TO 53
READ(L,y 139) NAMEA, AW(6), OXNO(6), AMT(5), EXCTA(E)y EXCTI(A),IFT
GO 70 53

READ(1ly 13G9) NAME7, AW(T7), OXNO(T7)y AMT(T7), EXCTA(TYs EXCTI(7),IFT

IF(IFT oLEs O} IFT =1

READ(IFT, 104) (ENAME( I,JJ)9JdJ=1,5)y VI(I)y V2(I),y S1(I),
2L1CT) , NMINCT), IQCD)

pno 1R J=1, 501

(CONT INUED)
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1132
114
115

11«

1
-t

11=
11-=
120
121
122
127
124
128
126
127

124
12¢
130
131

132
132

134
135
136
137
138
13¢
140
141

DO

142
143
144

PROGRAM ]

s
hel

13

21

22

24

15

RESCOIFTLIN3 WX (T4}, FL(I04)
IF(EL(T,J) oGFo 0,0} G6GC TO 1R
NIGTY = J - 1

GO T 13
COMTINUE
WHITE(3, 133
CAllL REVIVE
GG TC 6&0C

M = 1 - &4
0o 21 J=1, 501

READ(IFT 41N 2)J2(Med)y E2(Myd)

[F(FE2(MpJ) oGEs 0uan) Gn T35 21

N2A(TDY = J -1

GO TO 27

CCNTINUF

WRITE( 3, 134) I

CALL REVIVE (1, IGO, [FT, NMETAL, V1, V2, EXCTA, EXCTI, AW)
GU T0Q 600 .

NG 24 J=1, 201

REAND(IFT,1C3)J23(MyJ)y E3(M,J)

[F(E3(MyJ) oGFEe Ce0O) GC TO 24

N2(I) =4 - 1

IF(IFT oGTae 3) REWIND IFT

GO TO 18

CONT INUF

WRITF(3, 135) I

CALL REVIVE (1, ICO, IFT, NMETAL, V1, VZ2y EXCTA, EXCTI, AW)
GO T 600

COMNTINUE

) 1
(1, ICO, TFT, NMFTAL, Viy V2, EXCTA, EXCTT1, AW)

INTTIAL CONDITIONS AND ASSUMPTIONS WRITTEN UT,

WEITEC2, 118) [LA31
WRITFE (3, 119) 2ARL, SML
GO 70 (401, 401, 401, 401, 402, 402, 407?7), NMETAL

(CONTINUER) '
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145
145
147
149
ll,‘?
150
151
152
153
154
158%
156
167
159

159
160
161

163
164

165
166
167
168
166
170

PRIOGRAM

SO OM

aEeES)

S
(%
(AN}

403
404
410
408
409

4Q7

401

625

5

WRITE (3,120)

WE ITE(3,121) NAMES, AMT (5)

GO T (401, 401, 401, 4Cl, &41Cy, 4032, 402), NMETAL
WEITE(3,121) NAMEA, AYUT (4)

GO T (40Lly 401. 4Cle 4Cl, 410y 410, 424), <¥ETAL
WRPITE(2,121) NEMET, AMT(T)

WRITE (2, 124)

WRITE (3, 125) (ENAME(S5,JJ),JJ=1,3), VI(5), V2(5)

GO T0(401, 401, 401, 401, 401, 408, 408), NMETAL

WRITE (3, 125) (ENAME(5,JJd) ,JJ=1,30, VI(5), V2(L)

GD TN (401, 401, 401, 4Cl, &£07, 407, 4009}, NMZTAL

WRITE (3, 125) (FNAME(T7 4JJ),JJ=1,43), V1L(T), V2(T7)

Wk ITE(3, 125%)

WP ITE(2, 127} NAMEs, EXCTA(S), EXCTI(5), MAMES, EXCTA(5),
2EXCTI(E)

[HALF = (NTEMPS + 1})/2

WR ITE(3, 122)

WRPITE (3, 123) (TEMP(I}, NE(T), TEMP(I + IHALF), NS(I + [HALF),
21=1, IHALF)

WRITE(3y 105)

CERTAIN KFEY PARAMETERS ARE CHECKED TO ASSURE THAT THEY FALL
WITHIN A LEGITIMATE RANGE 0OF VAL'JES.

CALL REVIVE (2, 160, 1, NMETAL, V1, V2, EXCTA, EXCTI, AW)
GO TO (6254 6060}, IGO

THE PLASMA COMPOSITION IS CALCUL ATED.

XMOLE(2) = ARL/22.4136

XMOLE(3) = SML/18%,015

XMOLE(1) = 2,0%XMCLE{3)

pe s I=5 ,NMETAL

XMOLE(TY = Q0o Ol SMLEAMT{IV/AW(T)
CXMCOLE (4) = 0,00

1T (CONTINUFRY

LTI



171
172
1772
174

aNeNeNGEGES

175
176
177
178
179
180
181
182
183
184
185
186
187

188
189
190
191
1492
163
164
195
166
167
198

PROGRAM 1

nC 12 1=5,

NMETAL

12 XMULE{4) = XMOLE(4) + XMOLE (I)=OXNOC])

Ne e I=1,NMETAL

6 COI) = XMOLE(T Y/ XMOLF(2)

PRELIMINARY (NON-
METAL S PERFORMED,

TEMPERATURE LOCP

ITERATED) CALCULATIONS IF

22 AND Q3 F0R

ALSG K2 FCR ALL ELEMENTS CALCULATED,

SEGINS AT THIS POINT,

=

DG 200
DERYE (IT)
DELTACIT)
PO 210 J
M= J - 4
Q3 (Jy IT)
KK = N3(J)
DO 210 K =
L =1 + N3(J
TF(E3(M, L))
211 Q2 (4, IT) =
GO TO 210
212 Q3 4, IT) =
2%4 6550293
210 CONTINUE
DC 22C J=5,
M= J - 4
Q2(Jy IT) =
KK = N2(J)
FMAX = V2(J)
DO 22C K =1,

IT=1,

NTEVPS

4, TE2209%SQRTITEMPLITI/NE(TTY)

20322763E-03/DCRYE(TT)
5, NMITAL

0,0
1, KK
) - K
211, 211, 212
Q2(J, IT)

Q24d,y IT) + (2:0%J2(M,L) +

NMETAL
0.0

- DFLTACIT)
KK

L =1 + N2(J) - K

IF(FEMAX - E2(M, L))

221 1F(E2(M,L))
222 Q2(d, IT) =

(CONT INUED)

220, 221, 221
2727y 222y 223
R2(Jdy IT) 4+ 2,0%42(4,1L)

+ 20%J2(My L) + 160

lo O) HEXP(=E2(My L) /(TEMP(IT)

+ 1.9

811



100
200

201
2C¢2
203
204

205

OO

206
207
208

[aEAES)

2CS
210
211

212
213
214
215
216
217
218
21¢
220
221

222
C
C

PRCGRAM 1

GO TO 22¢C

223 Q2 (Jdy ITY = 020Jdy ITY 4 (2,0%J2 (ML) ¢ 1oCY*EXP(==2( My L)/(TFVMPITIT)
2% o £65C293))

220 CONTINUF
DO 23¢ J=2 . NMETAL
EMAY = v20J) - DELTA(IT)

230 K2(Jdy IT) = 4,8250E+15%(Q2(J, IT)/Q2(Jy ITIIETEMD ([T ) %x1, 5%
2EXP(-ENMAX/(TEMP{IT)%469502931))
K2{1ly IT) = 0.0

ACTUAL ITFRATION REGUN AT THIS PAOINT,
DO 30C NGO=1, 35

DEBYE(TIT) 4o 7T62300%SQRTUITEMPLIT)I/NEL IT )
DELTAC(CLT) lo 161 2R4E-C3/DERYE(IT)

Q1 FOR ALL ELFMENTS CALCULATED.

XMAX = SQRT(10GCSH.0/NELTA(IT))

NMAX(TTY = TFIX(XMAX)

pO 22%  J=1, NMETAL

Q1 (Jy IT) = 0,0

KK = N1{J)

EMAX = VI1(J) - DELTA{IT)

DO 32C K=19 KK

L =1 + NI{J) - K

IF(EMAX - E1{(J,LY) 320, 321, 321
321 TFR(ELCJ,LY)Y 320, 322, 323
322 Ql{dy ITY = D1,y IT) + 2,0%J10JsL) + 1o

GC T3 320
323 Q1(dy IT) = QLUJsIT) 4+ (2.0%J1(J,L) # 1oD)*EXP{-E1(JyL)/(TEMP(IT)

2% £950293))
3292 CCNTINUYE

FOR THE SAMPLE ELFMENTS, AN APPROXIMATION FUR MISSING LEVELS IS

(CONTINUEC)

61T



2273
224
225
226
227
223
229

23¢
231
232

[AWERAV RSN
[ICTVTY)
1S I GRS

PROGR AM

A AN

aEaEa]

M

2¥s¥a

1

\

CALCULATED AND ADDED UNLESS IG6 99328 NOT EQUAL ZE8ER0De  THE PARTITION

FUNCT IONS OF THE PERMANENT MENARFR?S 0OF THE PLASMA ARE COMPLETE
WI THOUT TEIS ADDITION,

IF(J alka 4y GO T 325
IF(INGJ) aNEs O) 60 70 325
NDEXTRA = 040

IMIN = NMIN(J)

IMAX = NMAX(IT)

DO 324 N=IMIN, [“MAX

224 QEXTRA = QEXTRA + 240%NANFEXP ((13S095, 0/ {N¥N) =VL(J))/(,5950293*%

325

320

340

2TEMPLITY )Y

QEXTRD = (2.0%SY1 (4} + 1.0V %(2,0%L1{J) + L.0I=JEXTRA
Ql(d,y ITY = Q1¥(J, IT) + QEXTRA

CONTINUF

K1 FOR ALL ELEMENTS CALCULATED,

PO 320 J=1,NMETAL

EMAX= V1(Jd) = DELTA(IT)

K1{Jy IT) = 4,8250E415%(02(J, IT)/QL(J, IT)IXTEMP(IT) x%], 5%
CEXP(=EMAX/(TEMP(IT)I*,6950227) )

FRACT ION OF EACH ELEMENT IN £8CH STAGE 0OF TIONIZATICM CALCULATEDN,

DO 34C  J=1, ANMETAL

NAO(J IT) = 160/ (1e0 # KLUJ,IT)/NECITY ¢ KLICJIWyITIH®K20JoITH/INE(IT)
2H¥NELTIT)))
NAL(J L IT)
NAZ(JsIT)

H

KICJy ITI/NFIITIRNAO(S,IT)
K2UJ #IT)/NE(ITI=NAY(J,IT)

THE CCEFFICIENTS (PO, P1l, AND P2) ARE NOW CALCULATED.

DO 350 J=1, NMETAL
PO(JY = NAOUGJ, IT)xC(J)

(CONT INUED)

0gt



DOy N

244
245
246
247
248

250
251
252
253
254
255
256
257
2583
25G
260
261
262

OO0

263
264
265

s NaNalel

PROGRAM 1

(9]
An
<

356

P1(J)
P2 (J)

NAT(J,ITYxC ()
NA2(J, IT)=C(J)

"o

THE CORRECTED PRESSURE, NEW NE AND DENSITIES JF ALL PARTICLFS
AR E CALCULATED,

PPFSS = ATMP =(1,3733f1E-21/CERYER(IT Ik }XTEMP(IT)
NTOTAL(IT) = (G &85T7275E+1 R/TEMP({IT) ) #PRESS
PTCTAL = Co0

DO 351 J=2 NMFTAL

PTCTAL = PTOTAL + 3,0%PZ( J)

O 252 J=1,.NMETAL

PTOTAL = PTOTAL + 2,.0=%P1( J)

DO 252 J=1,ANMETAL

PTOTAL = PTOTAL + PO(J)

ARTQAT = NTCTAL(ITYI/PTOTAL

NEwW = 0.0

N0 354 J=2, NMETAL

NEW = NEW + 2.0%P2(JI=ARTOT

DO 355 J=1, NMETAL

NEW = NEW ¢ P1LUJI*®ARTOT

DC 2356 J=1, NMETAL

XO(Jy IT) = PO(JII*ARTOT
X1 (JyIT) = PLOJY*ARTOT
X2(Jy IT) = P2(JV*ARTIT

NE TESTED FCR CONVERGENCE OF ITERAT ION

COEF 1« OE-05*NF (IT)
DIFF ABSUNE(IT) - NEW)
[F(DIFF - COEF)Y 360, 36&G, 370

i n

\
IF THE ITERATICN WAS CONVERGED, THE TEMPERATURE AND NUMBIFR OF
ITERATIONS ARF WRITTEN NUT, IF X2<1e0y X2 IS SET EQUAL TO 2,0,

(CONT INUFD)

11



254
267
269
26¢
270

oM"Y D

271
272
272
274
275
276

AN O

2717
278
279

280
281
232
2833
284
28%
286
287
288

PROGRAM 1

271
372

373
360

2¢0

WNRTTE(2, 110) TEMDOIT ), NGO

NTIMESCIT )Y = NGO

DN 358 J=2, NVETAL

TF(X2( Jo I7T) ol Fo 1.0) X?(J, I[IT) = Ja.1
GCOTT 260

IF THE ITERATICN HAS NCT CONVERGED, THE NE GUESS FOF THE NEXT
RCUNC IS CALCULATED,

[FINE(IT) - NEW) 371, 371, 372
NE(IT) = NEUIT) + o 75%DIFF
GG TO 373

NE(IT) = NEW + 0,25%DTFF
NTIMES(IT) = NGO
CONT T NUE

[F THE ITERATICN DCES NOT CONVERGE AFTER THRE ALLWED NLMBER OF
PASSES, A WARNING MESSACF IS GENERATED,

WRITE(3, 110) TEMP(IT), NTIMES(IT)
WR ITE(3, 111) o
CCNTINUE ‘

FRACTIONS IN EACH ION STATE ARE CONVERTEN TO PERCENT AND RESULTS
OF THE ITERATIONS ARE WRITTEN OUT,

CALL DVCHK (ICODE)

GO 10O (620, 635), ICIDE

CALL REVIVE (1, IGO0, 1, NMETAL, V1, V2, EXCTA, EXCTI, AwW)
G3 YC 600

INVETAL = NMETAL -4

DO 425 1T=1,NTEMPS

DC 357 J=1, NMETAL

NAO(J, IT) = 1C0.0%NAO{I, IT)

NAL(J,y, IT) = 1C0CHNAL(Y, IT)

(CONTINUELC)

(AN



289
260
261
202
262
294
295
296
297
293

299
3¢0
301

302
3¢3

304
3¢5

306
307

308
3CS

NAOO

310
311
312
313
314

PROGRAM 1

357 NAZ{d, 1T} = 10N,ND*NA2(J, IT)
INDEX = IT = (IT/72)%3 + 1
GC 10 (426, 427, 426, 425}, IMDEX
427 WFITE( 2, 105)
Z6 ITEMP = TFIXU(TEMPLITY)
IT1 [TENMP/1OCC
IT2 =(ITEMP - IT1%1C00) /100
IT3 = (ITEMP - [T1%x1000 - [T2#%100)/10
IT4 = ITEMP - ITL1%1000 - IT2%*109 - 1T 2%10
WRITE (32, 106) IT1l, [T2, IT3, IT4, DELTA(IT), DERYE(IT), NTOTAL(IT)
2y NECIT), NTIMES(IT)
WRITE(Z2, 130) NMAX(IT), ATMP
WR ITE(3, 107)
WRITE(3, 108) (XQ(JyIT )y X1{JyITry X2(J9IT)y NAC(J,IT), NAL(J,TT),
2NA2(JITY, QLUJHZITY, Q20J,IT), Q3(J,IT), U=1,4)
IF(IMETAL) 435, 425, 435
425 wRITF(3, 112) NAMES, XO0(5, IT), X1(5,1T7)y X2{(5,17T) s NAO(5,IT),
ZNAT(S,IT ), NAZ2(5,1IT)y, QL(5,ITYy 22(5,IT), Q3(5,1IT)
GO TO (425, 430, 430), IMETAL
430 WRITE(Z, 112) NAMEGL, XO(6,1T),y, X1(6,1IT )y X2(6,1T), NAG(6,IT),
2NAYT(6,IT) y NA(EsITY, GQLUH,IT)y Q2(&,1T), Q3156,IT)
GO T (425, 425, 431), IMETAL
431 WRITE(3, 112) MNAMET7, XC(7,1T),y, XL U{7,41T), X2(7,1T)y, NAC(7,1IT),
2NALETyITYy NA2(731T)y QLOT,IT )y D2(7,IT)y Q3(7,IT)
WRITE(3, 109)
425 CONTINUE

VARTOUS INTENSTTY RATIOS ARE CALCULATED AND NARMAL I7ED T0O 1.0 AT
THE LOWEST TEMPRERATURE CONSITER£D,

GOJ 70 (997, 50C, 500}, IMETAL
500 DO 51C I=1,NTEMPS
BC 540 J=5,6
540 Q201 (4,1 R2(J»1)/21 04, 1)
KRATINCT) KL{S,yT) /K1 (6,1)

i

(CONTINUED)

Al



215
3146
317

Y]
b4

U ot W W I R0 TO RO T g N Py N RO N T

-
J

(PSENNIRSYISC ARSI FS N FC IS ISV SV I IN RN VO R VRSV IV TGV VS
NP0~ D 0D NN D N e O

O

336
337
338
329
140
341

347
343
344
345

PROCRAM ]

N
r

520

]

QATOM (1) QLEE, TV /RL05,11
QICNIT) = 22 (A, 1) /22(5,1)

SAHAA(TY = NAQ(S, I)}/NACTIA, )

SAHAT (1Y = NAL(S, 1)V /NAT(5,T1)

EXPUNALT) = EXP(UEXCTALL)-EXCTA{SVY/{ L ARRT223%TRMP (1))
EXPONT (I = EXP{(EXCT (A I=EXCT LIS Y/ (,A33C 25 2%T2MP 1))
QA = QATOM(L)

QI = QION(D)

El = EXPONIC(1)

SA = SAHAA(L)

SI = SAHAT(1)

NG %20 I=1.NTEMPS

QATUM(I) = QATOCM(TIY /DA

QICN(L) = QION(T)/QI

SAHAA(TY = SAHAA(T)/SA

SAHAT (I} = SAFATCLI/ST

EXPCNALLY = EXPONA(IV/EA

EXPONTII(I) = EXPONT(IV/E]

TOTALACIL) = QATOM(T)*SAHAA(TI)*EXPONA(I)
TOTALIA(I) = QION(I)*SAHAI(I)*EXPONI(I}

RESULTS QOF THE INTENSITY RATIO CALCULATIONS ARE WRITTEN QUT,

WRITE(3,105)

WRITE(3, 113) NAMEDS, V1(5), V2(5), MAMESL,

WRITE (3, 114)
WRITEL 2, 115)
WRITE (3, 114)

wE ITECZ2y, 11A) (TEMP(I), QICNCI), SAKAI(TL),
21=1+ NTEMPS)

Wik ITE(3, 114)
wEITE(2, 1065)

RRITELZR, 117) NAMES, V1I(5}), V2(5), NAMEGL,

WwRITEL3, 114)

(CONTINUED)

Vi{5)y

v2is)

EXPONIC(T ),

V1i(s],

v2(6)

TATALT (T},

VSl



346
347

»
o
‘X

-1l

W DD 0 W W
5 RS INS IS, BNC  S IRS A B o)
]

N WO

SONW
[0
0

3593
360
361

3672
363
364
365
366
367

3638
164G

370
371
372
3732
374

PROCGRAM ]

WRITE {3, 115)
WRITE( 2y 1l14)
WRITE (3, 116) (TFMP(I1), QATOM(I), SAHAA(I), EXPONA(I), TOTALA(I},
21 =1, NTEMES)
WRITE(2, 114)
CC 515 J=5,6
WRITE(3, 105)
WRITE(2, 143) (ENAME(J,JJd)y JJ=1,2)
WRITE(3, 114)
WRITE(2, 1144)
WP ITE( 3, 114)
WRITE (3, 14%) (TEMP(I), QL(J,11}, Q2(J,1), Q2QL(J,I1}, I=1,
NT EHMPS)
535 WRITE (3, 114}
WRITE(3, 105)
WRITE(Z2, 1326}
WRITF (3, 114)
WRITE(3, 137} NAMES, NAMEG
WRITE (3, 114)
WRITE(2, 138) (TEMP(I), K1(5,1), K1{(6,1), KRATICG(TYy, I=1,NTEMPS)
WRPTTE(3, 114)
D0 530 1=1y NTFMES
530 TRLOTI(I) = XWAYRTEMP(I)
CALL EXCITE (NTEMPS, TEMP, QATOM, QION,y, SAHAA, SAHAI, DLABI,
2XMIN, XSF, TPLCOT, IPLOT)
GO 7O (997, 533), IPLOY
533 CALL FINISH (DLARl, QATCM, QTNON, SAHAA, SAHATL, EXPCNA, EXPONI,
2TOTAL A, TOTALIL , NTEMPS,TPLOT, XMIN, XSF)
997 READ(1, 140) CHFCK
IF (CHECK oEQe HALT) GO TO 600
CALL REVIVF(1, 1G0, NMETAL, V1, V2, EXCTA, EXCTI, AW}
50 TN 600
END

(CONTINUED)

St
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~J
(90 an N e Mian Y

D N> bW

14
15
16
17
18

19
20
21

PROGRAY 1

530

SUBRNDUTINE FINISE (DLABL, QATCM, QION, SAHAA, SAHATL, EXPCAA,
2EXPOMT, TCTALA, TOTALI 4 NTEMPS, TEMP, XMIN, XSF)

DIMENSION DLABLI(S5),y, QATCM(30),y, QINN(30Y, SAHAA(3D), SAHATI(30),
2EXPINAL3O)Yy EXPONT(32D), TOTALA(3O), TOTALT(22), XLAR{S5),
IYLAB(S), DLI(S), DLZ2(5), DLA(S), DL4{S)Y, DLS(5), DLEIS),
4XX(3)y, YY (3}, TEMP(30)

LCG VALUES OF ALL RATIOS ARE CALCULATED AND THE RESULTS ARE
PLOTTED AS LOG INTENSTTY RATIQ VERSUS TEMPERATURE,

DO 53C I=1, NTEMEPFS
DATOMTY = ALOCIO(NQATON(I))
QIONCIY = ALCGIQ(CINONA(TI)Y)

SAFAA(T) = ALOGIO(SAHAA(T))
SAHAT(I) = ALOGLO (SAHATIITL))
EXPONA(TI) = ALCGLC(EXPCNAL(T))
EFXPONTI(I) = ALCGI0(EXPONI(T))
TCTALA(CLY = ALCGLO(TOTALA(TI))
= L

TOTALT (1) ALCGIO(TOTALI(]
NATA XLAB/'TEMPY, TERATY, YURE v, '{K) ¥, 1 */oYLAB/'LQG 1,
2YINTE'y *'NSIT*, 'Y RA', *'TIC '/, DLA6/'TQOTA', '{ RA', 'TIO ',
3' "' '/

DATA LCLY1/'EXP('y 'NENT®, YTAL ¢, ¢TERM?, */y DL2/YICNIY, *ZAT
21, *ON Tv, 'ERM ¢, 1 Y/ DLA/YPARTY, YITIOY, IN FUt, ONCTIY,
3'0ON Y/sDLA/YTWO t, YICN 'y fLINEY, ¢S t, ! t /o DLS/*TWO Y,
4YATCM®, ' LIN', ¢ES v, 1 '/

XSIZTE = 660

XX{1) = XMIN

XX(2) = XMIN +XSI 7E%xXSF

Xx{3) = Xx{(2)

CALL YSTALFE(EXPDONL, SAHAA, QATOM, TOTALA, YSIZF, YMIN, VYSF,
2NTEMPS)

YY{l) = YMIN + YSIZEXYSF

YY(2) = vyvY(1)

YY(2) = YMIN

({CONTINIED)

9g1



22
23

26

27
28

29
30
31
32
33
34
35
36
37
38

39
40

41

42
43

PROGRAM 1

ROO CAtL CRIGIN (1Cav Uef2r 1)

CALL GRAPH (3, XX, YY, 2
1Xxtag8, YLAR, DLAR]), [LS)
CALL GRAPH (NTEFMPS, TEMP
20, HLL)

CALL CPAPFR (NTEFMPS, TEMP
2C, DL2)

CaLL CRAPH (NTEMPS, TEMP
20, DL2)

CALL OPIGIN(1060y 000,y 1
CALL CGRAPHF (3, XX, YY, 2
2XLa’g, YLAR, DLARLl, DOLS)
CALL CRAPK (NTENMPS, TEMP

204y L6

CALL YSCALE (EXPONI, SAH
2NTEMPS)

Yy(1 YMIN + YSTIZE®YSF

YY(2) Yy(1ll
YY{(2} = YMIN
900 CALL ORIGIN(10.0y Qe2y 1

CALL GRAPH (34 XXy YY, 2
2XL A%, Y. AB, DLAR1, DL4)
CALL GRAPH (NTEMPS, TENMP
20, DL 1

CALL GRAPH (NTFEMPS, TEWNP
20, DL2)Y

CALL GRAPH (NTEMPS, TEWMP
20L3)

CALL ORIGIN (1004 Qa0
CALL GRAPH (3, XX, YY, 2
2XLAR, Y{_LAB, DLARY, DL4)
CALL GRAPH (NTFMPS, TEMP
20, O, DLK)

RETURN

ENC

{CONTINUED)

y 4y XSI7E, YSI?E, XSF, X¥IN, YSF, Y4IN,

y EXPONA, 1, 133, Cy Dy gy Oy Co Oy D4 Gy
v SAHAA, 10, 132, C, Oy D Dy Gy Uy Oy O,
y QATOM, 4, 173, 0, Cy D¢y Oy Oy 04 D,y C,

)
sy 449 XSI7E, YSIZE, X5F, XMIN, YSF, YMIN,

s TOTALA, 1y 102y Ow 09 9 Gy Oy Qs Oy D,

Aly QION, TOTALL, YSIZE, YNMIN, YSF,

)
+ 49 XSTZE, YSIZF, XSF, X"IN, YSF, YYIN,

? EXPCNI' 19 1C3. Oy Oy O' O' Ov 09 00 O'
y SAHAI, 10, 1903, Oy Oy Oy Oy Oy Qs Dy Oy
sy QTONy 4y 1034y D9 2y Oy Oy Oy 0y Oy Oy 0y

1)
v 4y XSIZE, YSIZE, XSF, XMIN, YSF, YMIN,

y TOTALIv 11 103, ')' O, N 1] O’ Ov O! O'

Lol
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SUPRGULTINE YSCALE (#,y, Xy Yy LI, YSTZE, YMIM, YSF, W)

C
C THE PURPOSE NF THIS SURROUT INE IS TO DETERMINE THE Y=AXIS SCAL[NG
C FOR THE LCG TRATIO VERSLS TEMPERATURE PLATS,
a
2 CIMENS ION W(3GCY, x{3D2), Y{(3C), Z7(2D}
3 XBIG = 0.0
& XLIT = 0.C
5 YSIZE = &40
5 YSF = 1,0
7 ey 2% I=1,y N
& IF(XBRIG - X(I)YY 1, 2y 2
G 1 XRIG = X{(1I)}
12 2 IF(XBRIG - Y(IY)Y 3, 4, 4
11 3 XRIG = Y(1)
12 4 [TF(XBRIG - Z{1)) 5, 6, &
12 5 XRIG = Z2(1) *
14 6 IF(XBIG - W(I)) 7, By B
15 7 XRIG = W{T)
16 8 ITF(XLIT - X(I)) 1Cy 1D, ©
17 9 XLIT = X(I)
19 10 TR(XLIT - vY(1)) 12, 12, 11
13 11 XLIT = Y(I)
20 12 IF(XLIT - ZU1)Y)Y 14, 14, 13
21 13 XLIT = (1)
272 14 IF(XLIT - Ww(I)) 25, 25, 15
23 15 XLTIT = W(l)
24 25 CONTINUE
25 DIFF = XBIG - XLIT
26 IF(DIFF - 4,40) 75y 49, 40
27 75 YSF = Q0.8
28 [F(DIFF - 3.5) 70, 40, 490
29 70 YSF = 007
20 IF (DIFF - 3.,0) 5Cy 40, 40
31 S0 YSF = Ca.6

PROGRAM 1 (CONT INUED)

8¢T



32 IF(DIFF - 2.5) RC, &4CZ, 40

32 80 YSF = 0.5

34 [F(NIFF = 2,0} 60, 49, 40
2 60 YSF = 0.4

24 IF(DIFF - 1.%) 3C, 439, 40
37 30 YSF = 0Ng 2

32 IF (DIFF - 1,0) 25, 49, 40
23 35 YSF = 0Ne2

40 40 ILIT = [FIX{(XLIT%10,0)

41 YMIN = FLOAT(ILITI/1060 = G0l
4?2 RE TURN

42 END

PROGCRAM 1 (CONTINUED)

6C1



[y

c

C

C

r

C

C

C
z
2
4
5

C

C

C

C

C
6
7
8
Q
10
11
12
13
14
15
16

PKkOGRAM 1

SUBROUTINF EXCITE (NTEMPS, TEMP, ATOM, QINN, SAHAA, SAHAT, GLAR,
2XMIN, XSF, TPLGT, T1PLOT)

THE PURPOSE OF THIS SHRRAUTINFE IS TO EXAMINE THF EFFECT 2F VARINUS
FXCITATION ENERGY MISMATCHES ON INTENSITY KaTI7T RFHAVIOR,

DIFF VALUES ARFE TREATED AS EXCITATION ENERGY JF NUMERATOR EL EMENT
MINUS EXCITATINN ENERGY OF DENOMINATOR ELEMENT,

DINMENSION TEMP (20), JATCM(30C)y, QION(30), SAHAA(30), SAHAI(30),
2XLAB(5), YLAR(S), DLATCM(5), [CLION(S), GLAR(S5)s DLW(5), DLX(5),
ADLY(5), DLZ(SY, W(20), X{(30D), Y(30), Z(3D), ZTERM(30), XTERM(3Q),
4WTFRM(30), YTERM(30Q), TPLOTI(30)

100 FORMAT (1%)

101 FORMAT (F1lGOe0Oy 5A4)

102 FORMAT (10X, S('¥%xt), *ERROR---MUMBER OF PLOTS PER GRAPH CAN NOT EXC
2EED & -~ - - THIS PHASE OF PRCGRAM ABANDONED?')

THE RCUTINE BEGINS RY SETTING UP SOME 0OF THE LARELS, READING THE
NUMBER OF OVERFLCTS (MAXIMUM OF 4) AND INITIALIZING THE RATIO
ARRAYS T ZERO,

DATA XLAB/'TEMP', 'ERAT', 'URE ¢, t(K) ', ! '/ YLAB/OLOG *,
2*INTE®*, *NSIT*', 'Y RA', 'TIQ*/, DLATOM/'TWO ', ®TATOM®, t LIN',
3'ES v, */y DLION/'TW0O 'y *ICN 'y 'LINE', 'S t, ¢ '/

50 READ (1, 100) NPLOTS

[F(NPLOTS oLEe O) RETURN

IFINPLATS oLEs 4} GO TO 52

WRITF(3, 102)

RETURN

52 DO 51 I=1

W(T)

X(I)

YD)

51 Z2¢1)

30

[T I TR
o eRa N,
e 5 o ©

OO O

({COMT INUED)

0€1



17
18
19
20
21

22
23
24
25
26
27
23
29
30
31
32
33
34
35
34
37
33
29

PROGRA

'« kN la

MO N

MO OO

1

40
30
20
10

140
130
120
110
150

160
1790
189
190
175

THE RCUTINE READS IN THE ENERGY LEVEL DIFFERANCE AND TESCRIPTIVE
LAREL (USEN FOR GRAPH) FIOR FACH,

60 TO (10, 20, 20, 40), NPLOTS
REAN (1, 101) 770FS, NLZ
READ (1, 101) YOIFF, DLY
READ (1, 101) XDIFF, DLX
READ (1, J01) WDIFF, DLW

THF EXPONENT JAL TERMS ARE CALCULATEN ANND NORMALIZED TO ONE AT THF
LOWEST TEFMPERATURE VALUE,

no 1s¢  I=1, NTEMPS
GO TO (110, 120, 13C, 1492), NPLOTS

LTERM(T) = EXP(-ZCIFF/ (a6G502S3%TEMP(I )
YTERM({I) = EXP(-YDIFF/ (6950293 %TFMP (1))
XTERM(I)Y = EXP(-XCIFF/{o6G5C293%TEMP(I 1))
WTERM(IY = FXP(-WNTIFF/ (o6350293*TEMP(TI}]})
CONTINUE '
INCRM = ZTERM(1)

YNORM = YTERM{1)

XNCRM = XTERM(1)

WNORM = WTERM(1)

PO 175 I=1, NTEMPS
GO TC (190, 18C, 17Cy 160), NPLOTS

ZTERMA(I) = ZTERM(I)/7NCRM
YTERM(I) = YTFFM(I) /YNORM
XTERM(I) = XTEFM( 1)/ XNQORM
WTERM(T) = WTERM({T)/WNDRM
CONTINUE

THE INTENSITY RATICS FCR TwO ATOM AND Tw7D ION LINES ARE NOW
CALCULATEDy WRITTEN NUT (USING EWRITED)y AND PLAOTTELC (USING
EPLDT )

(CONTIMNUED)

TE€T



40 e 200 I=1, NTEMES

4] SC TN (210, 220, 230, 240 ), NPLOTS

42 240 2(1) = SAHAA(IIXGATOM(II®ZTERM(T)

42 280 ¥YA(T)Y = SARFAA( IYRQAYCM{ T IR YTERM(T)

44 220 X(TU) = SAHAA(T ) *QATOM(L)%=XTERM I

4% 210 W({I) = SARAA(TIXQATCMUTI VXWTERMA(T)

46 200 CONTINUE

47 CALL EWRITE(NTEMPS, NPLCTS, TEMPy, W, X, Y» Z, IZDIFFy YDIFF, XDIFF,
WD IFF, GLABR, 1)

48 GO TN (410, 4C5), IPLOT

49 405 CALL EPLOT (NTEMPS, NPLCTS,TPLOT, We X, Y, 7, XLAB, YLAR, GLAB,
20LATOM, DLW, DLX, DLY, CLZ, XMIN, XSF)

50 419 DR 300 T=1, NTEMPS

51 GO TG (310, 320, 230, 340), NPLOTS

52 340 Z(I) = SAFATI(IIXQTION(T }*ZTERM(I)

53 320 V(1) = SAHAT(T)*QION(T ) %RYTERM(I)

54 320 X(I) = SAFATCI)*=QICN(T)=XTERM(I)

55 310 WlT) = SAHAT(T)I*QTON(I)I*TERM{T)

56 300 CONTINUE

57 CALL EWRITE(NTEMPS, NPLOTS, TEMP, W, X, Y, Z, IZIDIFF, YDIFF, XDIFF,
2WDIFF, GLAR, 2)

53 GC 10O (420, 41%), IPLOT

59 415 CALL EPLCT (NTEMPS, NPLOTS,TPLOT, W, X, Y, 7y XLAB, YLAB, GLAR,
2DLION, DLW, DLX, DLY, DOLZ, XMIN, XSF)

60 420 GC T0O 50

61 ENT

PROGRAM 1 (CONTINUED)

CET



™o bW

Q

10
11
12
13
14
15
15
17
18

19

20
21
22
23
24
25
26

InEa e

PROGRAM 1

SUBROU
2XDIFF,
DIMENS
zpL2es)

THIS SUBRUUTINE WRITES QUT THE CTATA

100 FORMATY
102 FORMAT
103 FORMAT
104 FORMAT
2F1060
105 FORMAT
ZFlooov
106 FORMAT
26X, FQ
107 FORMAT
213X%, F
10R FQRNMAT
109 FORMAT
110 FOCRMAT
111 FORMAT
WRITFE (

DATA DLY /¢ Yy t They 'O AT,
DATA DL2 /! Yy ! Tty *WO I'y, 'ON L,

GO 1O
10 WPITE(
GO 10
20 WRITE(
25 WRITF
60 TO
34 WRITE
GG 10
33 WRITE
GO TN

(CONTINUFD

TINE EWRITE(NTEMPS, MPLCTS, TEMP,
WDIFF, GLAR, TTYPE)
[ON TEMP(20), W(3C), X(30), Y(30),

YWY/ /7777

{30X, S5A4, 20X, BA4/)

{20X, 60(*=~1))

(60X, "TOTAL RATIO RFEHAVINR'/34X,
3FS.0)

(60X, 'TOTAL RATIO BREHAVINR® /34X,
F13.0s F14.0)

(60X, *TOTAL RATID BEHAVIOR® /34X,

00y F1l740)

(60X, 'TOTAL RATIO BEHAVIARY/ 34X,
100 0)
(5(25X, F9,0y F15.3, 3FG,3/))

FRCM

2{301)y, 5LAR(S),

EXCITE

'TEMPERATURE

tTFMPERATURE

'TEMPERATURE

'TEMPERATURE

(5(35Xy F9a0y F1563y F1l3c3, F1l4.3/))

(5{35Xy F9,0, 11X, FQe2y F17,3/1))
(5(35X, FO40y 16Xy F1263/1})
2,1C0C)

(10y 20),y ITYPE

3, 102) GLAR, 9L1

25

3, 102) GLAB, NL2
(3,103

{31, 22, 32, 34), NPLOTS

{3,104) WDIFF, XDIFF, YDIFF, ZDIFF
35

(3,105} WOIFF, XDIFF, YDIFF

35

)

tOM LY,

¢ INESY/
TINESY/

Wy X9 Yo Ly LDIFF,

(K) 1,
(Ky ¢,
(K) ¢,

(K)zt,

DLL (S),

el



27
2R
29
30
a1
32
33
34
35
24
37
38
29
40
41

PROGRAM 1

240

230

220

210
250

WRITE (3,106) WDIFF, XDIFF
GO T 25 :

WRITE (3:;107) WDIFF

WRITF (3,103)

GO TA (21C, 22C, 230, 240), NPLATS

WRTITE(3,108) (TEMP{T), WOIV, XCT)- " {1)y ZCI)y I=1,NTEMPS)
GO TN 250

WRITF{3,109) (TeMP(TYy W(I)y X(I)y Y(I)y I=1,NTEMPS)

GO TO 25¢0

WRITE(2,110) (TEMP{I)y, W(I)y X(I)y I=1NTEMPS)

GO TN 250

WRITE(2,111) (TYEMP(T), W(I}y I=14NTFEMPS)

WRITE (3, 103%)
RETURN
END

PET

(CONTINUEE)



OO D

N

O~ O W

10

12
13
14
15
16
17
18

19

20
21
22
24
25
26

PROCGRAM 1

JN W

40
30
20
10

SURRDUTINE EFLCT (NTEMPS, NPLOTS, TEMP, W, X, Y, 7, XLAR, YLAR,
2GL AR, DLAB, DLW, NLX, DLY, DL7s XMIN, XSF)

THE PURPUSE OF THIS SURRJUTINE IS T CALTULATE THE L3GS OF TkE
INTENSITY RATINS GENERATED IN SUSROUTINE EXTITE AND PLOT THEM,

DIMENSION W(301), X{(30), Y(3C), Z2(20), TEMP(30),y, XX(3)y YYI(3),
?XLAB(S5)y YLAB(R), DLAB(ESY,GLAB(S),DLW(S)}, DLX{(S), DLY(5), DLZ(5)

XSI7TE = 640

XX({1) = XMIN .
XX(2) = XMIN + XSI7E%XXSF
XX{3} = XX(2)

PG 5 I=1, NTEMPS

GO TC (ly 2y 24 &), NPLCTS

Z(I) = ALDGLOCZIIN)

Y(I) = ALOGLO(Y(1)) —
X(1) = ALOGLO(X(I) €
W{I) = ALOGLO(W(TI)) o
CONTINUE

CALL YSCALE (W, Xy Yy Zy YSUZE, YMIN, YSF, NTEMPS)

YY{1) = YMIN + YSIZE%*YSF \

YY(2) = YY(1)

YY (3) = YMIN

CALL CRIGIN (10,04 06Oy 1)

CALL GRAPH (3, XX, YY, 24 &, XSI7E, YSTZE, XSF, XMIN, YSF, YMIN,
2XLABR, YLAB, GLAR, DLAB)

GO T0 (10, 20, 20y 40), NPLOTS

CALL GRAPH (NTEMPS, TEMP, Z,4 1,y 1032, 0492+090+0+3+0+0,0y DLZ)
CAtLl GRAPH (NTEMPS, TENMP, Y, 10, 103, 0,2,0,0,9,2,0,0,C, DLY)
CALL GRAPH (NTEMPS, TEMP, X, 4, 103y 0sJ9090s09290+0+0,y DLX)
CALL CRAPF (NTEMPS, TEMP, W, 2, 103, 0,240,0,0,90,0,0,0, OLW)
RE TURN

ENC

(CONTINUER)



1 SUBRCUTINE REVIVE (YAGT, IG3, IFT, NMFTAL, V1, V2, EXCTA, EXCTI,

2AW)
s
C THE PUEPOSE OF THIS SURRIUTINE IS TO CHFOK CERTAIN VARTABLES T
C INSURE PRIPER VALUFS AND T PRIVINFE A MEAMS FOR THF
s PRUARAM TC RECCVER [F A BAD [ATA SET [S PRESENT AMGNG A 3ATGH,
C

2 DIMENSION EXCTA(T7), EXCTI(T), AW( 7}, V1(7), V2(T)

3 100 FORMAT (1KD, OX, GO('*%)/10X, *'A: ERROR HAS REEN DETECTED IN THE D
2ATA FCR THIS STMULATINN RUN'/10X, *TF SEVERAL EXAMPLES ARE BEING R
3UN IN A BATCHED MCDE, AN ATTEMPT TO RECOVER HAS REEN MADE /10X,
490 (1% 1))

A 101 FORMAT (A4)

5 102 FORMAT (1HO, 9X, *EPROR DETECTED WHICH INCICATES THAT THE INPUT DA
?TA IS PRCRABLY ARRANGEC INCORRECTLY'/10X, 'ALSQ CHECK TO BF CERTAI
3N THAT ALL ENERGIES ARE TN WAVFNIMBEPRS, ') -

6 DATA HALT/*STOP'/ 2

7 GO TO (200, 10), IACT

8 10 DC 20 1=5, NMETAL

9 IF(VI(I) oLFa 3000040) GO TO 200

10 IF(V2(I) o1.Fs 300C0.0) GO TO 300
11 IF{AW (1) oLEs 0,0) GO TO 300

12 20 CONTINUF

13 ISTOP = 5

14 IF(INMETAL oGT, 5% ISTOP = &

15 DO 30 1=5, 1STOP

16 [F(EXCTA(I) oLE. 5CC0.C) GO TN 300
17 "TF(FXCTI(I) oLEs 500040) GN TO 300
18 [FIEXCTA(T) oGTs 5,0E+CS) 6O TO 300
10 IF(EXCTI (1) «GTa S5.0E+CS) GO T0 300
20 30 CONTIAUE

21 160 = 1

22 , RETURN

[y
'

C
C IF AN TMPROPER OATA SET IS DBETECTED, THF SUBRAOUTINE CHECKS ALL

PROGRA4 1 (CONTINUED)



'aRe

212
24
25

27
28
29
30
21

PROGRAM ]

DATA CARDS UNTIL THE "STOP®

20 WP ITE (3, 102)
2C0 WRITF(3, 100)
IGC = 2
210 REAC(1l, 1C1l) CFHECK

[F{CHFCK oNE, HALT) GO TC 210

IF(IFT o LTe 4) RETURN
REWIND IFT

25 RETURN
END

(CONTINUED)

CCANTRCL CARD
PASSES TC STATFMENT 590 IN THE MAIN PROGRAM,

IS

FOUND,

CONTROL THFN

LET
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